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ABSTRACT

-n- year , our lresearch on optical pattern recognition (OPR) for

missile guidance has addressed three general areas: new OPR techniques, OPR

experiments on specific missile guidance problems and scenarios, and component

evaluation and testing. In the area of component evaluation and testing, "e-

he concentrated on 2-D spatial light modulators (SLM) with specific attention

to the photo-DKDP, prom, and the liquid crystal light valve and to a general

test and evaluation procedure for these devices. -mao-resu-ts of this

' prograntphase has been the development of a general SLM test and evaluation

procedure 0 u n1im as.-t--an -evaluation program faun-tr photO-DKDP and

*CCD ad dessed SLMs worthy of future research and development. In the area of

new OPR techniques, we v*- dveloped a coherence measure correlator, an equal-

ization correlator moment invariant hybrid correlator and an averaged filter

correlator r Specific missile guidance scenarios persued were OPR of multi-sensor

and infrared imagery. The former has laid initial ground work for a future

program in optical statistical and deterministic pattern recognition. The latter

has initiated a generalized approach to OPR using hyperspace formulations and

linear combinations of orthonormal basis functionsf
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1. INTRODUCTION

In the past year, our research on OPR for missile guidance has concentrated

on three general areas: (1) component evaluation, (2) new OPR techniques, and

(3) demonstration of OPR on several specific missile guidance data bases.

As the most critical OPR system components we correctly choose the 2-D

real-time and reusable SLM. In the course of the past year, we have performed

in house evaluation of the liquid crystal light valve (LCLV) and the photo-DKDP

SLMs. The results of our general SLM program are summarized in chapter 2. In

this paper, we address the general test and evaluation procedure to be used for

* 'these components. Such an effort is vital if comparisons and fair evaluations

of the diverse candidate SLMs are to be possible. Many detailed experiments

* .I were performed on the photo-DKDP SLM in many theoretical studies of this device

were performed in conjunction with researchers in France. The results of these

tests are summarized in chapter 3. We found this SLM to be one of the most

promising ones, with considerable development research possible that should

result in a viable device. The results of our in house evaluation of several

LCLV SLMs are included in chapter 2. The major flaw in this SLM appears to.be

its spatially varying nonuniformity of response due to small differences in the

thickness of the LC layer. These results and details of the associated theory

will comprise a portion of our next annual report.

OPR techniques have classicaly relied oi the maitclied spatial filter (MSl')

and the frequency plane correlator (FPC). We have considered and developed

several alternatives to this system over the past year. A hybrid coherent

system described In chapter 4 is a modification of the joint transform correla-

tot in which the second Fourier transform is performed digitally. The resultant

system is a coherence measure correlator. It Is of immense use in 1-D pattern

recognition such as for Tercom in conjunction with a phase lock loop output

2



sensor. A modification of this system (the equalization correlator) allows one

to correct for different known space-invariant degrading point spread functions

in the correlation. The third new OPR technique we have developed is the use

of a weighted MSF synthesis system to combine the edge enhancement preprocessing

s t step (found to be of use in multi-sensor image pattern recognition) and MSF

correlation into a single one step processor. This research is summarized in

chapter 5. The fourth new OPR technique we have developed is the use of an

average 4SF formed from a linear combination of orthonormal basis functions.

In this system, the problem of immediate concern is the recognition of an object

independent of its orientation using an average filter. This research is

summarized in chapter 6. The fifth and final new OPR technique we have performed

initial research on in the past year involves a hybrid optical/digital system

to compute the absolute normalized invariant moments of an object. Computation

of these feature vectors by digital techniques can then provide the desired

pattern recognition information on the presence of an object independent of its

geometric orientation. The initial results of this research are summarized in

chapter 7.

The final phase of our research on the use of OPR techniques for missile

guidance involves the test and evaluation of various OPR methods on divers

AFOSR image data bases and missile guidance scenarios. In chapter 3, we briefly

discuss the results of our research on real-time SLMs for visible image pattern

1recognition. In chapter 4, uses made of imagery from WPAFB. In chapter 5, a

multi-sensor missile guidance image pattern recognition problem is described and

the results of tests performed on a data base consisting of visible and radar

scenes are presented. In chapter 6, we utilize a high resolution infrared image

data base of key objects, specifically tanks, in a terminal guidance pattern

recognition problem. In all of these scenarios, with new OPR techniques and

3
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refinements in existing techniques, successful pattern recognition was obtained

by optical computing systems. These systems are most promising for future advance

missile guidance applications.

A summary paper of coherent OPR research is included as chapter 8. A list

of the 14 papers published in the past year and 22 talks presented in the past

year on our AFOSR sponsored research are listed in chapters 9 and 10.
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CHAPTER 2

PERFORM~ANCE EVALUATION OF SPATIAL LIGHT MODULATORS
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Reprinted from APPLIED OPTICS, Vol. 18, page 2445, July 15, 1979
Copyright 0 1979 by the Optical Society of America and reprinted by permission of the copyright owner.

Performance evaluation of spatial light modulators

David Casasent

An experimental test procedure and associated theoretical formulations are described for the evaluation of

spatial light modulators (SLMs) for coherent optical computing. The experimental data included were ob-

tained by us on Hughes liquid crystal and photo DKDP SLMs among others. However, in this paper we ad-

dress only the general procedures to be used to evaluate SLM performance. The detailed aspects of these

tests and their relationships to specific SLMs will be covered in separate papers.

I. Introduction Brief descriptions of the three SLMs used are pro-
Optical computing1 offers the attractive features vided in Sec. II for completeness and to enable future

of parallel processing in real time and thus has been of issues to be better understood. We divide SLM per-
considerable research interest. It has long been rec- formance criteria into three areas: sensitometry (Sec.

ognized that to realize these advantages of such systems, III); modulation transfer function (MTF) (Sec. IV); and

real-time, reusable, 2-D input and often filter plane noise (Sec. V). This present paper concerns only op-

transducers are essential. These components are re- tically addressed electrooptical SLMs. More detailed

ferred to as spatial light modulators (SLMs).2-4 Our extensions to electron beam addressed SLMs and to

present concern will be with the experimental proce- phase modulated SLMs can be made and will be de-

dures we feel should be used in the evaluation of SLMs. tailed later.

By this approach we hope to clarify many of the mis-
conceptions present concerning the use of SLMs, in- 1I. Electrooptical Optically Addressed SLMs
terpreting the published specifications for these SLMs,
devising appropriate acceptance tests for these SLMs, The three major devices that are representative of

and the procedures to be used to perform these tests. this class of SLMI are the LCLV (liquid crystal light

The appropriateness of various tests depends on and valve),5 photo KD*P, 6-8 and the Prom.9 The LCLV

varies with the SLM used as well as the intended ap- consists of )ver twenty thin film and other layers. It

plication. Space does not permit an extensive discus- basically consists of a photoconductor, mirror, light-

sion of all SLMs 2-4 or of all optical computing applica- blocking, and LCLV active material layers between two

tions,I and certainly not extensive discussions of when outer transparent electrodes. In operation, an ac

each test is appropriate. The reader will thus have to voltage is applied between the electrodes, and the pat-

be content with general remarks (the purpose of this tern to be recorded is incident on the photoconductor

paper). Experimental results of various test methods at w, whereas readout is in reflection at sdR from the
applied to the Hughes hybrid field-effect liquid crystal," The sidecfute adevic
photo KD*P (deuterated potassium dihydrogen phos- The structure and operation of photo KDP are
phate), 6-8 and the Prom9 light valves will be included, similar except no light blocking layer exists, and a dc
The discussions will be such that general conclusions voltage is present across the electrodes. Other differ-

and procedures to be used emerge that are of use in ences are that the polarity and value of this voltage are

general SLM evaluation. Specific discussions of these changed during the write (W), read (R), and erase (E)
data for each individual SLM will be discussed in future cycles. The major difference between the LCLV and

the other SLMs is the lack of long term storage in the
. papers. LCLV and the need for active erase mechanisms (apply

the proper voltage to the electrodes and flooding the
photoconductor with light of the proper X) in the photo
KD*P and Prom. Normally Xw f 514 nm and X t-
633 nm. In all cases, readout through crossed polarizers

The author is with Carnegie-Mellon University, De.partment f is required.
Electrical Engineering, Pittsburgh, Pennsylvania 15213.

Received 23 December 1978. The Prom differs from the prior SLMs in that the
0003-6935/79/142445-09$00.50/0. electrooptic crystal is both electrooptical and photo-
(0 1979 Optical Society of America. conductive. Since no photoconductor layer is present,
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$ SLM increases and so does the reflected Ihj component
8V that passes through the PBS. To obtain local sensi-

-/-4V tometry data, the spatial variation of such data, and the
effect of V andf choices on noise, linearity, and dynamic
range, we used apertures A, and A 2 shown in Fig. 3.0
For the LCLV, we illuminated the photoconductor side

Iof the LCLV through only one of the 3-mm 2 regions ofs vKZ AI and measured IXR in all nine 3-mm regions of A2 as

10 N bDV, f, and Iw were varied. We denote 1\R in the cor-
I'W WmTE MM rwM2 responding 3-mm 2 region of A 2 as signal and the 4AR

value in all other regions of A 2 as noise.
Fig. 1. Global sensitometry curves showing variation with voltage A summary of our results for the LCLV follow. Less

applied across the SLM. noise was observed as f was decreased and V was in-
creased. As f was lowered, the noise tracked the signal
at a lower rate. Most important were the large spatial
differences we found in the voltage VT and irradiance
IAWT threshold differences (at which IAR changed).

insulating parylene layers are used to produce the re- Large differences in VT and I4WT for signal and noise
quired spatial voltage division across the active material are desirable. For the LCLV, we found VT to be lower
proportional to the input Xw irradiance. It is generally at low f with larger signal and noise thresholds at!f 1
a- kHz than at 10 kHz and with noise tracking the signal.available on ly in the transm ission rather than the re- s o e tl w rf v l e . T h o a e s t m t y d t
flection readout configuration. Even though no di- slower at lower f values. The local sensitometry data

4electric mirror is present within the SLM structure, it
is still generally used in the reflex readout mode.

III. Sensltometry
The representatives of the optically addressed class

of SLMs are all sensitive to either the input light irra- o
diance (I) or the light energy (E). The first data re-
quired for any SLM is a sensitometry curve of I\w (in- f
cident irradiance at Xw) vs amplitude (t) or irradiance
(T) transmittance. The former curve (Jw vs t) applies $
when coherent light is used for readout, whereas the o
latter curve (I.\ w vs T) is of use in projection display or
similar applications when readout uses noncoherent ,
light. For the LCLV, both the voltage V applied be-
tween electrodes and its frequency f affect sensitometry.
Such data are shown in Fig. 1 for the LCLV. From
these data, we see that the linearity of response, the
dynamic range, the useful 'A\w exposure range, and the an i'e a, a i
l\w threshold at which the device responds all vary with INPUT WRITE LIGHT INTENSITY Ift IN sWICNu
V and f. For the Prom and photo KD*P only V is
variable because a dc voltage is applied. Fig. 2. Representative local sensitometry curve.

We have found that V and f also affect the SLM noise
and the spatial uniformity of the SLM's response. We
have also found considerable difference between global
sensitometry data (Fig. 1) (obtained by illuminating and
reading a large SLM area) and local sensitometry data C, A, AN A,
(Fig. 2) (obtained over a small region of the SLM). - ::...
Response time, reciprocity data, and other information ..
on the SLM's dynamic response are also of concern and
often vary considerably from static data and vary also - )
with the Xw illumination range used and the address
time per point. * "-- -A

A schematic of the basic sensitometry measurement - . E i 7L. "
system used is shown in Fig. 3. The vertically polarized ,,
XR light from a He-Ne laser incident on the polarizing
beam splitter (PBS) is reflected toward the SLM. With o.
JAw = 0, the AR light reflected from the SLM is also 1

vertically polarized and lAR = 0. As 1Aw increases, the Fig. 3. Schematic diagram of the SIM global and local sensitometry
elliptical polarization of the XR light reflected from the data acquisition system.

2446 APPLIED OPTICS / Vol. 18, No. 14 / 15 July 1979



for a 3-mm 2 region of the LCLV were shown in Fig. 2. For integrating or storage mode SLMs such as
The large 1500:1 contrast ratio and 30,000:1 dynamic photo-DKDP, we have found that extra care should be
range shown in Fig. 2 are misleading, since spatial sen- taken in acquiring sensitometry data. Specifically, in
sitometry variations make the global values (Fig. 1) for the photo-DKDP light valve, we have observed a strong
such parameters much less. We have found these dependence of the photosensitivity of the Se photo-
spatial variations to be equivalent to horizontal shifts conductor to the potential gradient present across it.
of the sensitometry curve or effectively to changes in As a result, when long exposure times and low I w light
IAWT due to spatial variations in the photoconductor, levels are used, the SLM's sensitivity to the initial and
CdTe/CdS heterojunction diode, and LC thickness later photocarriers differs considerably. In such cases,
variations. Thus only global sensitometry data should one can obtain very different sensitometry data de-
be used, with local sensitometry data being of use in pending upon the write light exposure time used. As
determining the reasons for the obtained performance usual and here especially, the test conditions should

Sand the spatial response uniformity of the device, duplicate those present in the SLM's actual applica-
The importance of SLM sensitometry data as a first tion.

step in SLM testing and other aspects of such data can IV. Modulation Transfer Function (MTF)
be seen from Fig. 1. From Fig. 1, we see that the dy- The MTF of an SLM or any device used in an optical

namic range of the SLM increases with V. For our

application, a large linear dynamic range was desirable, processor is one of the most important but seemingly
thus V = 4-6 V and f= 10 kHz were chosen as the SLM least understood or most misused parameters. We have

emphasis of other SLM features. Previoisly pub- different MTF tests. Only the most useful ones are

lished' ° LCLV sensitometry data exhibited a knee in discussed here. The appropriateness of various MTF

the curve (as in the 8-V curve in Fig. 1). However, as tests depends upon the specific SLM and its intended

shown, proper selection of V and f can result in a linear system application. A discussion of MTF and defini-

t-E curve. This feature by which the shape of the tions might appear too tutorial, but is vital to provide

SLM's sensitometry curve can be controlled is of po- an adequate framework for the MTF data to follow.

tential use in various applications such as 2-D optical A. Theoretical Formulation
analog/digital conversion, halftone screening, homo- We assume the pattern recorded on the SLM to be a
morphic filtering, etc. We a t pat recrdedin the for ty).

From Fig. 1, we find the global and hence useful linear sinusoid at spatial frequency u' (in 1-D for simplicity).
dynamic range (JAW ma/JIAW mi) of the SLM to be We first clearly distinguish between amplitude mA and
about 1000:1, the contrast ratio IAR max/JAR min to be irradiance m1 modulation by describing the SLM's
70:1, and the desirable lAw bias level (center of the transmittance by

linear portion of the curve) to be 70-100 MW/cm
2

. tx) = (1 + mA cos21ru'x). (la)

The photodetector used to measure IkR places a lower
limit on these curves. For our case, IAR min was 70 r(x) = (1 + mA cos27ru'x)2, fib)

nW/cm 2, tmin was 0.78%, and Tmin was 0.6%. The de- where t and r denote amplitude and irradiance trans-
tector used in such sensitometry tests and the JA w range mittance, respectively. If a reconstructed image of a
used should of course be compatible with the levels test pattern recorded on the SLM is formed using the
present during the SLM's intended application. The SLM as a relay and the detected output pattern is
22% transmission loss observed (tmax = 78%, TmaX = scanned, the measured modulation is
60%) was attributed to incomplete reflections from the
dielectric mirror within the LCLV structure, to nonideal m M1= (Umax - Jmm)/(Jm + 1in). (2)

alignment of the LCLV molecules, and to the inability where Imax and Im i are the measured quantities (the
of the device to rotate completely vertically polarized maximum and minimum irradiances in the recon-
input XR light into horizontally polarized Xj? reflected structed image). A binary image such as the 3-bar Air
light. Lens and PBS losses have been compensated for Force resolution chart is used as the test pattern in such
in the data of Figs. 1 and 2. a test.

Because of the hybrid field effect used in the LCLV, If noncoherent illumination is used in the above
the X? wavelength used must be matched to the thick- imaging modulation test, the detected pattern (that is
ness of the LC layer to optimize contrast ratio.',1 2 For scanned to determine Imx and Imin) is T. If the image
other SLMs, XR must be chosen to reduce the destruc- reconstruction is performed in coherent light, the de-

, tive effects of reading on a stored image. For other tected pattern is It12. Since T = t"12, no difference
SLMs operated with dc voltages, we have found the should result, and m = m, defined by Eq. (2) is ob-
dielectric mirrors to pass considerable XR light thus tained. In practice, the MTF and OTF of the associ-
degrading a stored pattern while it is being read. Al- ated imaging optics used affect the observed output
though readout through a crossed polarizer/analyzer or patterns in the coherent and noncoherent illumination
PBS system is theoretically optimum,'1,12 we have cases, respectively. Since the MTF of a system is su-
found the use of separate polarizers and analyzers ori- perior to its OTF, coherent illumination is recom-
ented slightly off from 900 to increase results and the mended for any such imaging test (when the modulation
flexibility of the measurement system. of the SLM alone rather than of the entire system, in-

15 July 1979 / Vol. 18, No. 14 / APPLIED OPTICS 2447



eluding lenses, is desired). We have consistently ob- tions in noncoherent readout light, an unnormalized
tained higher modulation values when coherent rather irradiance MTF curve of m vs u' is appropriate. If m
than noncoherent illumination was used. is measured in an image plane, Eq. (2) is used; if the

Amplitude modulation mA is the desired MTF pa- measurement is made in a Fourier plane, Eq. (5) is used.
rameter in coherent optical processing application. We In practice, MTF as defined is really a contrast transfer
can relate mA to rn as function (since the phase of the imagery is neglected).

- Ak, 
2MA However, the above definitions have become common

m = A + A fi 1+ m' (3) of late and relate directly to the intended device pa-
M A rameter we wish to describe and quantify. We will thuswhich follows directly from the definitions in Eqs. (1) still refer to a plot of m vs u as MTF.

and (2). For deformable SLMs and phase modulators, the
However, this relationship is valid only for monotone MTF has a bandpass response and m,,(O) = 0 and m

inputs, and m, is best obtained in a coherent image re- = 0 if t is described by Eq. (1). Thus MTF as described
construction experiment. We can always obtain ml by Eq. (6) is not usable for such devices. Rather, thefrom mA using Eq. (3). diffraction efficiency ir of these devices is specified. For

It is also possible and often preferable to measure m these SLMs, q is the product of the fraction of the input

f r o m M A T hu m li u eost Fuie r t a n f r m o E q .( )d i f ton efirs t- o ro f t h sedeic e T h u s p e c fie d F ofrom the Fourier transform of Eq. (1). For this case, we light in one first-order usable for modulation and theuse t in Eq. (Ia) to describe the transmittance of the amount of average input light that can be diffracted intoi . ~~~SLM. The amplitude of the Fourier transform of Eq. onfis-re.Tu
ii:(la) isonfis-re.Tu

m2A/4 I + m2/2 m2I T(u) = Ao[b(u) + (MA/2)6(u ± u')]. (4) -+m
2  (8)

A( A )240i+MA )
2  ()

The irradiances I0 and 1 of the dc and each first-order [1 - 1 - m2)/21
2  

m2
term are easily measurable in the Fourier plane. From + MA + (1 - m(9)/2I - 16
Eqs. (1)-(4), these are related to m and the measurable In Eq. (9), Mn is defined by Eq. (6), and min = 1 and
quantity lI/1 o by mout(0) 1 1 are assumed. The final approximation in

1o/11 = (mA )2/4, (5a) Eq. (9) is usually made. This is only valid for small m,
and is not appropriate since 7 = 1/16 when Mn, = 1.

mA = 2(I/Io)I/2, (5b) However, Eq. (9) is still used to extrapolate MTF from
4(Ii/Io)"2  n data since low q values look more impressive when4(/Io) 5 expressed as an MTF.

The classic MTF as defined is a plot of normalized B. Sensitometry Effects
modulation mn: Three aspects of SLM sensitometry affect MTF.

m = .u'/mlu)(6) From Figs. 1 and 2, we see that the device's I,w region
-. mout(O)/min(O) used should be linear if linear modulation is desired and

vs the input spatial frequency u'. The measurable should cover a large range if optimum modulation is of
quantity in Eqs. (5) is mout. It generally decreases as concern. To achieve either result, control of the average
u 'increases. One generally normalizes m by dividing I\w ag write light and/or the input bias light level
it by its maximum value mu,,t(0), which occurs at low or 1)w bias is needed. The recording mechanism used to
zero spatial frequency (for deformable SLMs with address the SLM in its intended actual application and
bandpass MTFs, alternate normalizations are required). the type of input data to be processed affect the bias
Further normalization by min(u')/mi,(O) is used when level and contrast ratio that will actually be present in
the modulation min of the recorded pattern is not 100% the input data. For example, reflective aerial imagery
and when min varies with the recorded spatial frequency usually has a higher bias level and lower contrast than
u'. Thus, for this classic MTF plot, m,, varies from I other imagery, whereas signal processing applications
to 0 as u' increases from 0 spatial frequency. usually demand a large dynamic range and linear re-

For reasons we amplify later, we have found the use cording.
of an unnormalized m vs u' plot to be preferable. We A second effect of SLM sensitometry arises when
thus plot m vs u', where linear recording (a linear relationship between t and

I1w) is of concern (e.g., as in many signal processing
M O (7a) applications). In these cases, use of the proper region

of the device's sensitometry curve is vital. The most
For coherent optical systems, an unnormalized ampli- appropriate method we have found for obtaining linear
tude MTF MA vs u' is used. Generally, we advocate MTF data is interferometrically (Sec. IV.D) by mea-
that normalization by the input modulation not be used, suring the second-order Fourier term (12) as well as 1o
rather a plot of and 1I. By adjusting the input bias and modulation

levels until 12 is 20 dB below I,, we can insure that in-
m= m,,,,(u') (71) terharmonic distortion is below 1%; we then note that

vs spatial frequency u' be provided and the constant a 1% linear MTF results. Other 11/12 ratios yield MTF
input modulation be specified. For imaging applica- data with other degrees of linearity.

2448 APPLIED OPTICS / Vol. 18, No. 14 / 15 July 1979



*.,It .b.. .. .

The effect of gamma -y (the slope of the SLMs T - advocate the use of unnormalized MTF data and that
IXW curve on log-log axes) on MTF is the final effect of the resolution be given at the m = 0.5 or 50% modulation
sensitometry on MTF that we consider. To include this point. In addition, we note that the input 1,w bias
effect, we assume an irradiance transmittance for the value and the true input modulation used be provided
SLM of the form if any MTF data are to be of use at the system level.

Examples of such data follow in Sec. IV.D.
T(X) fi r0 (1 1 ml co2ru'x)-. (10) Other peculiarities of MTF data depend on the spe-

The Fourier transform of the binomial expansion of t cific SLM being tested. For the LCLV, we obtained
= T1/

2 can be manipulated to relate I I/Io to m andy by MTF curves for various control voltages and ac
Ref. 9: frequencies and found the MTF to be better at higher

(10-kHz) frequencies. This appears to be due to the
mi (4=fr)(101/2). (11) increase in the ratio of the transverse-to-longitudinal

From Eq. (11), we see that an SLM with - = 1 yields impedance of the LCLV with frequency. Another
twice the irradiance MTF of an SLM with -y= 2. In specific feature of the LCLV is the effect that the XR
most cases, it is inappropriate to separate -y and MTF choice has on the device's performance. To reduce the
effects, except when comparing theoretical and exper- off-state transmittance of the SLM, the thickness of the
imental resolution data. LC layer must be properly adjusted, because the twisted

nematic effect determines the off state. The thickness
C. Imaging MTF of the LC layer in the LCLV we used was optimized for

The most used and in some sense the simplest mea- XR = 633 nm. We can partly attribute the lower mod-
sure of SLM resolution and MTF is obtained by imaging ulation and resolution obtained in Fig. 4(b) compared

a resolution chart (such as the 3-bar Air Force test with Fig. 4(a) to the broadband XR light used in the one

chart) onto the SLM, reconstructing the image of the case. Other MTF tests performed on the LCLV with
test pat'-i:i using the SLM as a relay device, and then
scanning the ;-econstructed image with a photometric
microscope. We then measure Imin and /max for each
group/element in the reconstructed image of the test
chart; mr,,,t(u') is thus obtained from Eq. (2), and an
MTF curve defined by Eq. (7b) not Eq. (6) is plotted.
mA or m, is used depending upon the application.

Examples of several experimentally obtained un-
normalized imaging MTF curves for the LCLV at dif-
ferent voltages and frequencies are shown in Fig. 4.
The modulation of the imaging optics used was mea-
sured to be unity, whereas rin for the test chart was
found to be 0.9 out to 80 cycles/mm. The MTF data
presented have been normalized for these values as in ,o °
Eq. (7b). These initial MTF curves serve to demon-

strate several vital aspects of MTF data. First and ........ .
foremost, unnormalized MTF data must be used since (a)
m is then directly the fraction of the input light that is
usable for modulation. To demonstrate this, we select
the m = 0.4 point on both curves. This corresponds to
some given amount of usable output light. From Fig.
4(a), we find that we can obtain this amount of light for
an input spatial frequency of up to 19 cycles/mm;
whereas for the V and f settings used in the Fig. 4(b)
data, we can obtain this amount of light only up to 13
cycles/mm of input data. If both curves were normal-
ized, such comparative data would not be present.

Another obvious remark concerning data acquisition
is that the MTF data should be continued to low enough
spatial frequencies that three approximately equal and
constant modulation values result. This is of utmost
importance if the MTF curve is normalized. The third 2 1 0 1

issue concerns the SLM resolution one reads from such , " , 2

data. The limiting SLM resolution at m = 0.05 is often SPTIAL OROu N:CV € CILIS.l

given but is rarely appropriate for use because of the (b)

negligible light levels available at this low modulation. Fig. 4. Imaging MTF curves: (a) 6 V and 10 kHz with coherent XR

Only a light budget analysis for the full actual system = 6:33 nm light; (b 3..5 V and 10 kHz with noncoherent filtered XR =

can answer what SLM modulation is necessary. We 620 ± 10-nm light.
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Aft = 514 nm yielded even poorer modulation and res- of two plane waves of irradiances 'A and 1B inclined at
olution. an angle 0 is recorded. The subsequent amplitude

Our objections to an imaging MTF test are many. transmittance is
The test is subjective and plagued by operator attitude
and error. This is due primarily to the degree to which t IA + !5 + 2(iAIl 11/2 cos 2 rux, (121
the input data can be focused onto the SLM. More where u' = 41r(sin0)/A is the spatial frequency of the
important, since the test patterns used (3-bar Air Force recorded fringe pattern in cycles/mm. From Eqs. (1),
chart) are binary, this type of test does not investigate (12), and (2), we find
the gray scale resolution or linearity of the SLM. Fi- 2(IA/II)1/2 211/2
nally, the input bias light level and input modulation = f i - (131
are not easily variable in such MTF tests. I + + R

D. Interferometric MTF From Eq. (13), we see that by varying the ratio R of the
intensities of the two beams, we can control m. By

For the reasons noted above, interferometric MTF controllingavg = 1A + 1B, we can vary the bias point
data are preferable to imaging MTF data for reasons of chosen on the SLM's sensitometry curve. By varying
both experimental ease and data content. The inter- 0 by changing the tilt angle of mirror M:j, the spatial
ferometric MTF data acquisition system used is shown frequency u' can be changed. The Fourier transform
in Fig. 5. In this architecture, the interference pattern of Eq. (13) can then be scanned by a fiber optic probe

(FP), photometric microscope, and photomultiplier
C13 (PMT) system.

F I OL ...... .. This system topology of Fig. 5 thus allows us to vary
L . easily the bias level, spatial frequency u', and modula-

tion m of the input fringe pattern. Of further concern
"OL C * 2 is the fact that the sine wave pattern in Eq. 4 l:1 is au-

- 4tomatically in focus over the entire thickness of the
SLM, thus completely overcoming any input focusing

* t,, • ,errors that could arise in an imaging MTF .zvstem. T
iO C, , . ." - . obtain the MTF of the SLM. wecan mnitor I,., nd

"* C \ in the Fourier transform of Eq. (130 for dilferen, W'
, , "input spatial frequencies and apply Eq. '51)1 or Eq. 4.x-ias 9to determine m. Equation (7b) is then ued tII, obtain

Fig. 5. Schematic diagram of an SLM interferometric MTF data the MTF plot of m vs u'.
acquisition system. Two such MTF curves are shown in Fig. 6 with

slightly different min and I.,, levels. These two curves
vividly demonstrate many of the MTF remarks, ad-
vanced earlier. The effect of a slight 181%. change in m ,,

6on MTF is seen to be dramatic. With a lower Min.. less
0V 0 ," 00s_ ,' of the SLM's sensitometry curve is used and the reduced

m shown results. The need to specify MTF test con-
04 ditions (lavg and Min) is thus apparent. Similarly, only

_ through unnormalized MTF data, as shown, do these
02IN$" /, differences appear. In the lower curve in Fig. 6, we find

a lower peak m (due to the lower mi); but the resolution
(at 50% of the peak m value) is found to be larger (37

, 10 0 2 cycles/mm) for the lower min = 0.82 case than for the
SPATIA,,1191011 , tf ) larger min = 1.0 case (32 cycles/mm). However, the

Fig. 6. Nonlinear interferometric MTF curves at different bias and unnormalized MTF data of Fig. 6 clearly convey the

input modulation. point that more usable output light is always present
with the larger min value. Such results would not ap-
pear in MTF data if the normalized MTF definition in
Eq. (6) were used. Similarly, the relevance of these data

0 would not be of use unless iavg and min were specified
94 as done in Fig. 6.

We refer to the data of Fig. 6 as a nonlinear MTF
curve. A linear MTF curve for the same LCLV SLM
is shown in Fig. 7. To obtain these latter data, 12 was
monitored as well as I/o. By keeping 12 below 11 by
20 dB (by reducing min and adjusting II,, accordingly),

S i is a a a we can ensure that the SLM's resultant MTF is linear
SMTIAL FREQUENCY WyCSftni within 1% (i.e., less than 1% interharmonic distortion).

Fig. 7. Linear interferometric MTF curve with 1% SIM linearity. With 'avg adjusted to lie in the center of the linear por-
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tion of the SLM's sensitometry curve of Fig. 1 and with depth of focus 2 (f-numher)(spot size) 80 ,m. (14)
Min reduced to 0.79, the curve of Fig. 7 results. The If the photoconductor's thickness (or the active crystal
resolution at m = 0.25 (50% of the peak m = 0.5 value) thickness for the case of the Prom) exceeds this 80-pm
is seen to be 32 cycles/mm. The modulation at 32 cy- value, interferometric MTF test data are not appro-
cles/mm is below that obtainable for nonlinear SLM priate. In actual use, the MTF will decrease because
operation in Fig. 6 as expected. Only such fully docu- of overlap of the light cone away from focus. In sum-
mented and unnormalized MTF data are of use in de- of overo t ic aa from focus tn s
ciding on the performance to be expected of an SLM in possile reolti and dati hether
a given application as well as in comparing the MTFsWhether
of different SLis. such SLM performance is actually obtainable dependsof dffernt S~s.upon the specific way the SLM is used in the actual

The effect of modulation on the performance of an upte peica y S u ia
optical correlator is rarely quantified, but is of major system application.
concern in determining the usable SIM resolution in F. Alternate MTF Tests
a system scenario. For example, an irradiance modu- The usefulness, ease of implementation, and repro-
lation of 10% is equivalent to an amplitude modulation

ducibility of over eight MTF tests were evaluated
of 5%. The resultant peak intensity in one sidelobe in first-hand on over four different SLMs during this
the Fourier plane pattern is 32 dB below dc. This fr st n rire s durintainleallssimstcssSuhlgt program. MTF tests that required sine wave input
represents an intolerable loss in most cases. Such light transparencies of various spatial frequencies and LFM
level budget analyses are needed for each specific ap- Sayce charts of linearly varying spatial frequency were
plication to determine the necessary system perfor- found to suffer from lack of inputs of adequate preci-
mance. The output detector used greatly affects such sion. Correlation-based MTF tests 5 were found to be
system data. plagued by low light levels and diffraction efficiency

(i.e., the problem became one of measuring detector
accuracy rather than SLM performance).

One attractive MTF test that is appropriate for
Interferometric MTF data are more reproducible evaluation of SLMs in system applications in which

than imaging MTF data and include gray scale and data are written sequentially on the SLM by a scanning
linearity information on the SLM. It has thus become recording device is the edge or gradient MTF test
the most used MTF data acquisition method. How- method.16 -18 In such a test, an edge is imaged onto the
ever, because of the infinite depth of field of the re- SLM, and its reconstructed image (using the SLM as
corded fringe pattern (the feature that makes this MTF a relay device), is scanned. These data are then
method easy to perform), this test may yield different smoothed and can be corrected for the SLM's sensi-
results than one would obtain in the SLM's actual sys- tometry curve if appropriate. Differentiation of such
tem application. The actual depth of focus of the in- an edge image results in the SLM's line spread function.
terferometric fringe pattern is effectively the thickness The Fourier transform of this line spread function is
of the photoconductor layer (10 pm) for photo-KD*P then the SLM's optical transfer function, whose mag-
and the LCLV. However, the Prom crystal is thick nitude is the device's MTF. The operations of
(500-900 pm) and both electrooptic and photocon- smoothing, sensitometry correction, differentiation,
ductive. For such devices, the depth of focus of the Fourier transformation, and magnitude calculation on
interferometric pattern is effectively the crystal's the edge image are generally performed in digital elec-
thickness. tronics. This results in a rather indirect MTF calcu-

Interferometric MTF data will be valid only if the lation. This fact plus the requirement that the system
SLM's actual data recording system has a depth of focus be space-invariant in the image analysis domain (optical
comparable with the thickness of the photoconductor systems are in fact space-variant) 19-2 1 tend to reduce
or crystal (depending upon the SLM). In addition, for the potential appropriateness of this MTF analysis
an SLM such as photo-KD*P with a 10-pm thick pho- method. In time, dedicated hardware and software
toconductor layer, interferometric MTF data are only advances may change this observation.
valid up to 50-cycle/mm input spatial frequencies (the
reciprocal of 2 X 10pum) and only if the depth of focus
of the data recording system in the device's actual ap- V Noise
plication exceeds 10 pm. When the SLM is used in the
frequency plane and interference patterns such as a The third and final aspect of SLM evaluation to be
matched spatial filter" or joint transform are recorded discussed is that of SLM noise. We distinguish four
on it, the interferometric MTF is, of course, valid, types of noise: distortions; phase; and scatter and sig-
When the SLM is used as an image plane transducer, nal-dependent noise.
the infinite depth of focus assumption is not always
valid. If low f-number optics are used, care must be A. Distortion
taken that the thickness of the photoconductor does not Distortion is of concern when linear recording is re-
exceed the depth of focus of the actual recording optics quired. MTF data with control of the interharmonic
used. For f-number optics with a 10-pm spot size, the distortion level can be measured by the linear inter-
depth of focus is ferometric MTF technique described in Sec. IV.D.
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cycles/mm and is within I dB of the theoretical value.
Comparing Figs. 9(a) and 9(b), we see that the presence
of the SLM (the LCLV for this data) results in an in-
creased scatter level 3-5 dB above the theoretical value
and above that of the optical system alone.

D. Signal-to-Noise Ratio (SNR)
Signal dependent noise or the ratio of signal to noise

level (in the same spatial frequency band) is often of
(a) (b) more concern. We have found two methods to be of use

Fig. 8. Interferograms of the OPD of an SIM: (a) 0 V () 5 V, 6 in obtaining such data. The first is to record a
kHz. square-wave pattern on the device by imaging an ac-

curate test pattern onto the SLM. A scan of the Fourier
transform of this input square wave is shown in Fig. 10
for a 5-cycle/mm square wave recorded on the LCLV.

B. Phase Error This pattern shows Fourier components at both even
Phase errors are of utmost concern in coherent optical and odd harmonics of the fundamental frequency of the

correlators. Slowly varying phase errors or linear phase square-wave grating. The amplitudes of these Fourier
errors are not of major concern except in optical corre- components are all within I dB of the theoretical values
lators. Such error sources in coherent optical com- found from a Fourier series expansion of the input
puters are best described by optical path difference pattern. Our present concern is with the measurable
(OPD) maps. 2 -24 Such OPD plots must be provided null depth of this pattern. From Fig. 10, we see that the
for all input spatial frequencies and aperture sizes to system's dynamic range, including all SLM noise, is a
characterize completely a coherent optical system.2-  maximum of 52 dB even with an input signal present.
To relate these phase errors to the accuracy of an optical
processor, 2-D spatial OPD maps are necessary.21

Techniques for easily acquiring such data have been TEWYYe1)
previously reported. 2 ,24 Accurate analysis of such data ol
requires one to model the optical processor and its A
components as a space-variant system. 9 2' Thus, to
obtain quantitatively meaningful SLM phase error data,
one must acquire spatial OPD data on the SLM rather
than the rms OPD data characteristically available for '[0
such components. In summary, it is not the average.
phase error that matters, but rather how this phase error ". i,
is distributed. "

In obtaining any type of SLM data, even rms OPD, "4° WMI '

the test should be performed with voltage applied to the ' ,
SLM [Fig. 8(b)], since often a considerably different 411L111 11u
OPD phase error results than if no voltage is applied to _ + m
the device [Fig. 8(a)].

(a)
C. Scatter Level L4TSIoICYWdT)

The surface roughness and cosmetic imperfections o IQUI cfsAL

of the SLM generally manifest themselves as random
phase errors of high spatial frequency. These noise .oI  T eoIErK -
sources predominantly contribute to the system's
background noise level or scatter level. We refer to this .20 EXPIRIMENTAL.!
as scatter level noise. It directly affects the maximum
obtainable system dynamic range. The extent of this *30
noise source is most easily measured by imaging a
square aperture onto the SLM and scanning its Fourier .4/
transform pattern. Such a cross-sectional Fourier scan
is shown in Fig. 9(b). For comparison purposes, the
Fourier transform of an empty square aperture obtained"" am M 2b
using the same lens system is scanned [Fig. 9(a)j. Care . o
should be taken to extend the Fourier plane scan out to (b)
several hundred sidelobes until the pattern's expo-
nential decrease stabilizes. Fig. 9. Cross-sectional scan of the Fourier transform of a square

From Fig. 9(a), we find that the scatter level of the aperture for iwatter-level noise teat: i) empty aperture: (h) SIM
optical system alone [Fig. 9(a)] exceeds 40 dB at u = 4 in aperture.
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VI. Concklions
00

As optical computing and SLM technology mature
- LO STAL and as more coherent optical processing systems are

fabricated and delivered, the specifications and testing
,0 of the SLM components (so vital to such systems) must

I I be standardized. We feel the procedure described in
-. this paper and demonstrated by experimental confir-

I- Imation provide a necessary first step toward such

Lz.. Many agencies contributed to the studies summa-

L! rized herein. These include the Ballistic Missile De-
-3 .. ...........-6 6a t t @ fense Advanced Technology Center (contracts DASG-
- -m -HI 10 l S S S a l

91*r s M cv EMoo nI 60-77-C-0034 and DASG-60-78-C-0054), the U.S. Army
(a) Engineer Topographic Lab (contract DAAK 70-78-

C-0076), the Air Force Office of Scientific Research
(contract AFOSR 75-2851B), and the Office of Naval
Research (contract 366-005). The author recognizes
James Morris and Sanjiv Natu for obtaining the ex-
perimental data contained herein and Demetri Psaltis,
Thanh Luu, and B. V. K. Kumar for many valuable
technical discussions.
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Abstract

The photo-DKDP spatial light modulator is found to be an excellent candidate real-time and reusable 2-D
optically-addressed spatial light modulator. Extensive sensitometry, MTF, and other device data are reported
with emphasis on a new field dependent photo-sensitivity and the importance of linear MTF data. A new spatial
birefringent modulation transfer function is described and its use in obtaining more linear device response,
bias level suppression, phase modulation and I msec erase time are noted. New real-time image processing,
optical pattern recognition, and optical signal processing applications of this SLM are described with empha-
sis on the accuracy of the photo-0KDP based real-time experiments.

1. Introduction

The photo-DKDP spatial light modulator (SLM) has been inexistence for six years. It is a most promising
real-time and reusable 2-D optically addressed SLM for coherent optical data processing. Although it is
basically well inderstood and extensively documented,

1-4 
many details of its sensitomerry and MITF data require

additional description. These new issues include a charge carrier description of the device (Section 3). the
inportance of the ur product and voltage dependent sensitometry of the Se photo-conductor on charge generation
in the device (Section 4), and its linear gray scale 1rrF and use of the proper HTF data accuisition techniques
(Section 5). Other SLM performance specifications such as storage, optical quality, and scatter level are
noted in Section 6. A new polarization description of the spatial birefringent modulation in this SLM leads
to new and more linear device response and to new write and erase methods with the ability to suppress input
bias levels and achieve erase times below 1 msec (Section 7). These new photo-DKDP device physics and device
operation issues are followed by the highlights of several new application experiments performed usinr this
SLM (Section 3). These include image subtraction, optical pattern recognition, and optical signal processing,
with emphasis on comparison of film based and theoretically expected results to real-time experimentally ob-
tained ones.

2. Device construction and operation

The photo-DKDP SLM is shown schematically in Figure I and detailed fabrication issues are included in
Table I. The general operation of this device is well-known,1

- 4 
but it summarized here for completeness. The

SL4 is optically-addressed by a spatially modulated input light distribution or a sequentially modulated
scanning light rattern. The device is written on in XW light (usually 440-514nm) from the Se photo-conductor
side and read and reflection in kR light (usually 633nm) from the DKDP side. In its normal mooe of operation,
the readout light Ii is linearly polarized along the y axis (at 450 to the crystal's induced x' and 7' elec-
tro-optic axes). The modulated readout light intensity 1O is monitored through a crossed linear polarizer
oriented along the x axis.

Table 1. Fabrication of the photo-DKDP SLI

Component Specification

El Gold

Se 12um, n - 2.8 at 633nm, c - 6

M 9 layers X/4 of CaF, and ZnS. TR - 0.985
and T - 0.001 at 633nm

DKDP Wedged (320-Oum), 35x28mm
2
, cc - 650 and

V,, - 3
0
0v at I - Tc 0.5* and 633nm

Ei 1n203, 
T
T - 0.98, TR - 0.01, TA 

- 
0.01 at 633nm

Substrate CaF, wedged (6 - 5.17 mm), 1'30
'

Readout window Si0 2 , wedged 3*

....
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After writing, a spatial voltage distribution V Is pr duced across the DKDP layer proportional to the spa-
tial w-itu light input distribution I i . By the Pockels offect, the ouLput light intensity 1O (through a

crossed polarizer) is related to the applied voltage by
5

10 - I i sin
2
((V/V)m] , (1)

where VS is the crystal's halfwave voltage. The DKDP is held at its Curie temperature of approximately -52*C
by Peltier cells around the circumference of the device. This decreases the halfwave voltage to approximately

300 volts and greatly improves the device's resolution, uniformity and storage properties.
2
.
6
'

7

3. Charge carrier description

A description of the operation of the photo-DKDP SLM in terms of the hole and electron charge carriers is
necessary to fully analyze and describe the sensitometry, readout, and erase operation of this SL. Such a
description has not previously been provided and in fact the applied voltage polarity noted in many of the
papers describing this SLM are conflicting. In Figure 2, we show the voltage distribution (vertical) vs. dis-
tance (horizontal) across the various device layers for the four different states of device operation for both

bright (BR) and dark (DK) (illuminated and non-illuminated) regions of the device.

Initially, +V 0 is applied (with E1 positive). With no IXW, the voltage distribution is as shown in Figure
2a (most of the applied VO appears the Se photo-conductor layer). When the Se photo-conductor is illuminated
with XW light, hole and electron charge carriers are generated. With El - +Vo, tile holes conduct and move to

the mirror M, decreasing the voltage at .4 and increasing the voltage drop across the DKDP in BR areas (see
Figure 2b). When the electrodes El and E) are shorted (VO - 0), a large +V1 appears across the DKDP in BR
areas and a smaller +V7 in DK areas. With crossed output polarizers, a positive output image results. During

readout, no major carrier conduction occurs because M blocks the XR light and the Se is much less sensitive to
the AR wavelength light that leaks through X. For erasure, the Se side of the SLM is uniformly flooded with

XF light (in the wavelength region \W) with VO - 0. This XE illumination generates holes and electrons in
the Se. This causes the holes trapped at .1 during writing to migrate back to El; equivalently, the electrons

at E1 can migrate to M. Both processes decrease the positive V1 voltage at M and thus remove the writing
charge stored there.

We term the above process positive writing. Writing with -VO on E1 is also possible and is refered to as
negative writing. The charge carrier description of operation is similar for this case. We note that in
positive writing, writing is by hole conduction and erasure by electron conduction. Conversely, in negative
writing, writing is by electron flow and erasure is by hole flow. This is of concern since hole conduction
is better than electron conduction in Se. A new feature of this SL that we will discuss in Section 4 is the
increase in the conduction efficiency and photo-sensitivity of the Se when a field is present across the Se.
These and other issues contribute to the reasons for the new write and erase schemes to be described in Sec-

tion 7. The different fields present across the Se in the different cases (Figure 2) are thus of importance
when analyzing the different device operating modes. For readout, OV is preferable for best contrast. To
see this, attention should be given only to the DK regions and the degrading effects of \R light leakage
through H should be considered. For long term dark storage, application of +VO to E1 (after writing with

+V O on El) appears preferable.

4. Sensitometrv effects

4.1 Sensitometrv

Sensitometr7 data is the first information necessary for an optically addressed SUM. In Figure 3 we shown
sensitometry data obtained for positive and negative writing on photo-DKDP. These data were obtained using a
constant fW - l8uW/cm

2 
illumination from an argon laser with W = 514nm and a low I',W _ 20uW/cm

2 
readout

light intensity. A low ET - 0.SuJ/cm
2 

threshold was observed for both cases with a far lower exposure needed
to reach 80% saturation for positive writing (EO. 8 = 75uJ/cm

2
) than for negative writing (290uJ/cm

2
). From

these data, we also find the dynamic range of the device to be 560/0.5 or above 1000:1 and its contrast ratio
to be above 100:1. The superior sensitivity obtained for positive writing is due to the better hole condi-
tion in Se. In the photo-DKDP, the image is stored in the photo-conductor. This is contrary to the case of
operation of the LCLV

8 
and othet SLMs. We now discuss the SL photo-conductor in some depth.

4.2 Quantum efficiency

The quantum efficiency q with which photo-carriers are generated in Se depends on the field E across the

Se according to
9
,1

0

n 0n exp[-Eo/kT + BoE'/kT] , (2)

where no, BO, and EO are constants and T is temperature. The initial field across Se is approximatel: 100v.
Fora 1dum e layer, the field is 105V/cm- and n t 20,.. However, our present concern lies in the fact that
during a long writing exposure, the voltage across the Se decreases. Thus, photo-electric conversion in Se
will be better for the initial portion of exposure (when a large E exists) then for latter parts of the ex-
posure (when E is less).
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4.3 Charge carrier 

effects

Next we consider the charge transfer efficiency R in Se. This is proportional to

R - T/tR - uT(V/d 2
) , (3)

where T is the lifetime and tR is the transit time of the charge carriers. For a Se of thickness d, the drift
velocity is v - uV/d and tR = d

2
/V from which (3) results. For d = lOom, tR - 0.Susec for holes and a far

larger lOOusec for electrons as noted earlier.

From (3), we see that R increases with V (recall from (2) that n also increased with V). Thus, we expect
better sensitivity in the photo-DKDP for short exposures than for long ones. Moreso, static sensitometry
tests (such as the ones presented in Figure 2) using long TW exposure times will yield different results
(inferior to those obtained dynamically with short TW exposure times). Thus, proper SLI test and evaluation
procedures are important because of the voltage dependent sensitometry of the Se photo-conductor used.

4.4 uT product

For exposure times larger than the transit times, charge q is accumulated at M as

q - (NoeVwT/L
2
)[l-exp(-t)1 . (4)

For large Tw, the exponential term is zero and q is proportional to the ur product. For holes, this is
1.3xO-6 cm-V, whereas for electrons it is four times less or 3.2xlO-7cm

2
/V. We thus expect holes to be more

efficient than electrons during writing and hence positive writing to be better than negative writing. From
Figure 3 at low TW = 0.3sec, we find a 4:1 difference in sensitivity between positive and negative writing
(in excellent agreement with the predicted values). For longer exposures, the difference is less, thus indi-
cating a field and carrier dependence for n and the UT product.

4.5 Instituo image subtraction and addition

One of the new applications of this SLM with which we are concerned is the subtraction of two frames of
data for purposes of edge enhancement preprocessingll and for image registration for track assembly analy-
sis.12 The different sensitivity for hole and electron conduction and the field dependent sensitometry of
this SLM are of practical concern in such interframe operations. The factor of four difference in the -ar
product of the charge efficiency has been noted by others.

9
,10 The solution to this problem is first the use

of low exposure times, thereby decreasing the time dependence of sensitometry on the time varyinj field across
the Se. In Figure 4, we show the transmittance vs. exposure curves for DKDP for various UT products.

1 
These

curves indicate that by properly doping the material to obtain ',r products in the range of 3xi0-
7
-l0-5, uT

variations by even a factor of 10 will have little effect on transmittance. With the much smaller 3x10-
7
-i0

-8

uT products in our photo-DKDP SLIM, small ur differences result in large transmittance differences as seen in
the lower curves of Figure 4.

5. Modulation transfer function (MTF)

5.1 Introduction

The resolution of any SLU is one of the parameters of utmost concern. As we have noted:
13-15  

(1) unnorma-
lized MTF data is preferable to better convey true device performance and to better compare different SLMs,
(2) interferometric MTF data is more reliable and preferable, (3) linear MTF data is vital when accuracy is
of concern, (4) voltage dependent sensitometry effects must be considered in properly selecting bias levels
for NTF experiments, (5) the depth-of-focus of the optics and associated addressing system used in practice
must be compatible with those used during the MTF data acquisition experiments. In this Section, we briefly
describe these five issues and include our NTF data obtained on the photo-DKDP together with its comparison
to the theoretically expected results.

5.2 MTF techniques

An MTF curve is a plot of contrast ratio vs. spatial frequency. As noted,
3 

the use of unnormalized MTF
data (m -mou t u') vs. ai' rather than mnorm - moot (u')/moijt (0) vs. i') is preferable for more valid com-
parison between SUMs. A constant 100% Input modulation is asnumed ind the exact test conditions must b
noted. Care should also be taken to obtain at least three approximately constant low u' mout value3 before
ceasing data acquisition. From a two year program involving first-hand experiments on many SLMs, we have
found Lnterferometric ,TF data to be far more reliable and useful than any other form of SLM resolution mea-
sirement. Becnuse the interferometric pattern is in focus over the entire thickness of the SLN, operator
errors are greatly reduced. In addition, by restricting the input modulation, monitoring the (10), first
(Il) and second (1l) order terms in the Fourier transform pattern, second harmonic distortion can be con-
trolled and gray scale and linear MTF data can he obtained. As noted in Section 4, when voltage dependent
sensitometry effects are present, the sensitometry and NTF experiments must be conducted similarly to properly
determine the corresponding bias level to be used. In Sect. 7, the new Bessel transfer function derived for
this SiN indicates the origin of the harmonic distortion.
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5.3 Depth-of-focus effects

The first major shortcoming of interferometricallv obtai.aed MTF data is its applicability to different SLM
uses, such as when the input data is scanned or imaged onto the SLM in practice. Specifically, the lens sys-
tem and data recording technique actually used must have tile depth-of-focus and focusing accuracy of the in-
cerferometric recording method if the results of the MTF experiment are to be of use. Interferometric MTF
data yields the largest possible SLM resolution; whether this resolution and performance are obtainable in
practice depends upon the optical system and addressing method employed.

If the photo-conductor in the SLM is d wm thick, the associated imaging lens must have a depth-of-focus
above d Lm. The spatial frequency limit for such a system isl6 fLD.D6fL cy/mm. Conversely, if the depth-of-
focus of the lens used is dL, thend! should be less than d m and MTF data beyond the same vmax limit noted
above should not be used. This briei discussion assumes that the photo-conductor is active throughout its
entire volume and thickness and ignores photo-corductor response variations normal to the optical axis. The
depth-of-focus of a lens of focal length fL and apertute D used at a wavelength is

6fL ' 8(fL/D)
2 

. (5)

The uncertainty in the location of the focus in the plane normal to the optical axis is

dy - (X/
4
)(f /D) . (6)

The corresponding spatial frequency at which problems will be encountered in the use of such a lens is

"max - i/(26y) . (7)

With properly selected lenses used in the actual recording system, these problems can be avoided. For the
photo-DKDP, lenses with f1 ID - f"f = I.- allow us to reach a spatial frequencv limit of vmax - 2200cy/mm. The
above analysis has assume diffraction limited systems and clearly other system aberrations will dominate such
a process before this limit is reached.

5.4 MTF data

Interferometric MTF data were obtained on the photo-DKDP with a bias exposure point in the central linear
region of the sensitometry curve chosen (see Figure 3). Input modulation was increased while monitoring I0,

1, and -. 1- was kept 20dB below I,, thus insuring less then 1% interharmonic distortion. The resultant
11/1 0 measured values vs. u' were converted to output amplitude modulation using

13

4(1/1o)
-out 1 + 411/10 (8)

The MTF curve of Figure 5 results. From it, we find a maximum modulation of 90% and a resolution at 50% of
the peak modulation of 16cy/mm. Note that this MTF data includes gray scale and linear recording issues and
applies for less than 1% distortion.

5.5 Comparison to theory

Roach
1 7 

and othersl
8
,1

9 
have analyzed the resolution of such SLMs. They have solved the Laplace Equation

in the DKDP, M, and Se regions subject to the correct boundary conditions and assumed a surface charge density
a of unity and spatial frequency v

C .0 cos27vx . (9)

They found the resultant voltage across the DKDP to be

V - V2(v) cos2ivx + Bias (10)

where

V2 (v) 0 Coh[(_x/ y)_2 _-a- , (11)

(clx)' [ + 0 Coth(wVb)

in which a is the thickness of the DKDP and b is the thickness of the mirror. From (11), we see that
V2(v)/V 2 (0) decreases as 'i increases. A plot of V2/V0 vs. v is the amplitude modulation or MTF. The corre-
sponding theoretical curve is shown in Figure 6. It is ;een to he in excellent agreement with the experimen-
tal curve obtained in Figure 5.
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6. Other pilot -DKDP tests

6.1 Introduction

In the following Subsections, we describe several additional tests performed on the photo-DKDP SLM.

6.2 Dark storage

The dark storage of the photo-DKDP (IXR - 0) is determined by the time constants of the Se and the DKDP
1
.
2 0

TSe - 53sec, TDKDP = 2671sec . (12)

Using an RC model for the photo-DKDP, we find an expected dark DK time constant of T KDp. Since intensity is

measured in all experiments and since I V
2 

at low V, the measured time constant is expected to be T/2 = 1335

see. Experimental data obtained by recording a 5cy/mm squarewave pattern on the DKDP and measuring the 10
and II Fourier components vs. time confirmed the theoretical predictions. 10 and Il were found to decay at

the same rate indicating that dark storage decay results in a loss of charge and hence output light without a

loss of definition or modulation (I/
1

0). The measured dark decay time constant was T - 1500sec, in good

agreement with the predicted value of 1335sec. For longer storage times, an alternate model is necessary.

6.3 Readout decay

Under readout (IXR 0 0) the stored pattern is expected to decay faster and differently than under dark

storage. Using IXR = 50uW/cm
2
, the decay time constants for the zero-order To and first-order TI Fourier

terms were measured to be

To - 1400sec, T I - ll00sec . (13)

These values are less than the dark storage decay time constants as expected, but are still quite long. Since

Ti 
< 

To, we see that the modulation (11/10) of the recorded data decreases under readout (only by about 10%),
whereas it remained constant under dark storage. Thus, we conclude that no appreciable readout error effects

* will arise and that long 15min times are acceptable with this SLM.

6.4 Erase time

Erase time in our experiments were much longer (4sec using a broadband BmW/cm
2 

arc lamp k source). This

was due to the voltage dependent sensitometry noted earlier, to the low lIE intensity available and to the

broadband nature of the XE source used. Erase times of imsec are possible with alternate techniques as we
describe in Section 7.

6.5 Optical path difference

The optical quality of an SLM is of concern in coherent optical data processing applications. The wedge

present in the DKDP, the non-uniform temperature of the target, and the optical quality of its surface limited

the rms OPD phase quality of the photo-DKDP unit we tested. Over its central 2x2cm
2 

area, the phase error

was A/4. Interferometric tests are usually used to obtain such data, although point-by-point OPD information

is more useful in estimating the effects of such OPD errors on system performance.
2
1,

2 2

6.6 Scatter level

The scatter level of an SM is another factor that limits the processing gain obtainable using it and its

ability to process signals with low SNR. To obtain scatter level data on the photo-DKDP, a 7x7 m
2 

input iper-

ture was used. The Fourier transform pattern for this input was scanned with all components in place (except

the photo-DKDP itself) and a scatter level or optical system maximum dynamic range of 52dB was measured. The

same experiment was repeated with the input aperture imaged onto the photo-DKDP. The observed scatter level

was 50dB. Thus, use of the photo-DKDP in coherent optical data processing systems appears to be most excel-

lent and should introduce less than 2dB of noise.

17. New formulations of spatial birefringence and operation

7.1 Introduction

G. Lebreton and E. de Bazelaire at Gessy Laboratories of the University of Toulon have considered the

operation of the photo-DKDP SL'I in depth. A new transfer function for the device with attention to its

polarization effects has been produced (Section 7.2), and has resulted in an improved response linearity

(Section 7.3) and was experimentally verified (Section 7. ). The diffracted light from

such a device was shown to be of constant polarization independent of the input modulation or spatial fre-

quency. This formulation also resulted in new write and read methods (Section 7.6) with the ability to sup-

press the input bias level (Section 7.3) and achieve faster(-lmsec)erase times. The intent and application

of this device being considered in France is as the real-time input transducer for radar and sonar signal

processing applications.

Cf... <
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The classic approach

5 ,16 
to the analysis of the spatisl birefringent modulation of the photo-DKDP uses

particular cases of the well-known amplitude and phase modulation. However, a complex analysis
23 

involving
an extensive study of the effects of polarized light in this SLM and experiments performed using an ellipso-

meter provided several new results which indicate that modifications to the traditional description of the
spatial birefringent modulation in the photo-DKDP and other SLMs are in order. These results are summarized
below and discussed in subsequent Subsections.

(1) In a Poincare sphere description,
24 

the diffracted light is a symmetric version of the undiffracted
light with respect to the birefringent axis of the modulating crystal. This theory

25 
was verified by experi-

ment.
26 

A particular case of the above theorem follows in (2).

(2) When the Poincare sphere representation of the incident light lies on the circle normal to the crys-
tal's birefringent axis, the polarization of the diffracted light is orthogonal to that of the input light.

27

V The conclusion is that when properly oriented linearly polarized incident light is used, the polarization of

the diffracted light will be linear and orthogonal to the polarization of the incident light and to the polar-
ization of the zero-order diffracted light. This effect has also been observed in shear mode acousto-optic
SUI,

28 
and in BSO.

24

(3) The polarization of the diffracted light noted in (2) is independent of the amplitude and spatial fre-
quency of the input modulating signal. Only the angle of diffraction depends on the input spatial frequency.

(4) The amplitude of the diffracted light is described by a Bessel function (as in conventional phase
modulation), and not by the classic crossed polarizer modulation expression.

(5) This leads to a new transfer function with improved output linearity and to new write and read modes
of operation for the SLM.

7.2 New spatial birefringence transfer function

We can view the incident readout light to be propagating in the z direction with equal electric field vec-
tors in the (x,y) plane. Elliptical polarization can be described by linearly polarized orthogonal components
A, and Ay on the fast and slow electro-optic axes of the crystal.

A '(xy) =A exp[jtx(X,y)j (14a)

A'(x,y) = Ay exp[joy(x,y)] . (14b)
y y y

Since any spatial modulated signal can be represented (along x and y) by a Fourier integration and since opti-
cal Fourier transform systems are linear, we restrict attention to one sinusoidal component of the signal with
amplitude a, bias level V0 and spatial frequency fO. The voltage across the DKDP for such a signal is

V(x) = (a/2)V0 sin(2wfox) (15)

and the corresponding phase modulation terms in (14) are

y= - (7/X)ngr63 (a/2) V0 sin(2sfox) = (W/2) sin(2sfox) . (16)

The A' terms in (14) can then be expressed as a series of Bessel functions J of the first kind. Since
Jo is an even function and all other Jn are odd, the total diffraction pattern ?after filtering of harmonic
frequencies) can be described by

(A'(f,) I (A.+Ay) [Jo('/2) 
6 (x + (A-4-Ay) (JI(t/2) (6(fx-f o )  6 (fx*fo)l (.... (27)

From (17) we see that: (1) the poarization of the zero-order diffracted pattern (first term) is the same as
the polarization of the incident light. We also see that: (2) the polarization of the first-order diffracted
or modulated light (second term) has a polarization that is symmetric with respect to the polarization of the1incident light with respect to the hirefringent axis in a Poincare sphere description of the process, (3) the
input spatial frequency affects only the angle of diffraction, and that (4) the amplitude of the diffracted
light is related to the input by Bessel functions as in the classic phase modulation case.

7.3 Linearity of response

From (17), we see that the amplitud,, of the diffracted light is rclated to the phaise by Bese01 functions

J,(f/2) rather than by the conventional sin(b/2) equation. This new transfer function implies that the actual
linearity of the device is far better than one would expoct using classic rolut tonships. A6 linearity error
for the two transfer functions is summarized in Table 2 (the phase value noted is the total delay between

both components of the input wave).

-7..
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Table 2. Linearity of for sinii2) and Jn(/2) Modulation

T/3 21/4 sf2 2s/3

% linearity in A , 1% 2% 3% 7% 22%
Jl( /2) Modulation

Sin(02) Modulation 2- 41 8% 18% 57"

7.4 Ellipsometer experiments

From Table 2, we see that the new transfer function indicates far better linearity in response of this SLM
than did prior classic formulations. Such excellent linearity is vital in the use of this SLM in signal pro-
cessing applications. Such differences are not usually observed experimentally with small angle modulations
since they appear only in the third-ordec of a Taylor series expansion of the 2 functions. In the normal
experiments performed with cross polarizers, the input polarization is not always linear and only the projec-
tions of the modulated elliptically polarized output signal on two orthogonal axes can be measured. Since
many elliptical polarization outputs can yield similar projection data, accurate analysis of the modulation
obtained is not possible. To experimentally verify the remarks advanced in Section 7.2, an ellipsometer was
constructed using a rotating X/2 plate and a fixed linear polarizer. This allowed the ellipticity and orien-
tation of the axes of the ellipse to be accurately determined. The variable birefringence of the photo-DKDP
was measured without spatial input modulated signals for different bias voltages from +160 volts with a
saturated input illumination level. The time of exposure was also varied for 150 volt bias levels with con-
stant IN, power used. From di:ect measurements with circularly polarized input light, the exact angle 94-'/4
in the Poincare sphere model was !etermined. More 3ccurate measurements were then performed with the input
light linearly polarized at 45' to the crvstal's birefringent axes. From these data, the ellipticity was de-
termined. No intermediate optical system was used to avoid parasitic birefringence effects.

The performance of the photo-DKDP with spatially modulated input light is quite different and is not di-
rectly describable using the same Poincare sphere description. Tests performed with a 100 _m period Ronchi
ruling and vertically polarized read,,ut light showed the polarization of the zero-order to be vertical and
that of the higher order terms to be horizontal (independent of the depth-cf-modulation of the input). This
verifies the theory advanced in Section 7.2. In the above experiments, the bias level of the input signal
was cancelled as explained in Sections 7.5 and 7.6. When this was not done, the polarization of the zero-
order spot was elliptical and related to the depth-of-modulation of the input signal by the Poincare sphere
model.

7.5 Input bias level suppression

Several authors
2
9 have noted that a suppression of the zero-order diffracted light can be obtained by

illuminating the SLM with a uniform light distribution equal to the average amplitude of the image with the
opposite polarity V0 applied to the crystal. Since the zero-order diffracted light is described by

A0 - 6(fx)[Ax exp(-J /2) + Ay exp(jo/2)] (18)

and since the polarization of this term is different from that of the diffracted light (Section 7.2), it can-
not be fully cancelled (using cross-polarizers) by the indicated second uniform exposure.

7.6 .New write, erase, and bias level suppression operation

New erase and write modes of operation are necessary to achieve optimum performance in this SLf. These are

suggested by the new polarization formulation advanced in Section 7.2. All results have been experimentally
verified. The technique used is to write the original image with +V0 applied to El as before. During era-
sure, the applied voltage to E1 is reversed to -V 0 and a strong erase photo-flash is applied. This causes the
voltage at M due to BR and DK areas of the crystal to both saturate to the same large negative V, value. Of
concern and note is the fact that both the DK and BR crystal regions now have the same voltage value at M and
that this value is a constant for all vases and independent of the image used. When a iew image is recorded
with +V0 applied, an input bias illumination ]ev, ' equal to the contant saturatton level V, present is used.
This results in the recording of a zero mean pattern on the photo-DKDP and full use of the phase modulation
theory described in Section 7.2. This new write and erase procedure avoids the multi-step process previously
employed, fully cancels the bias level of the input data, and allows faster erase time tnd cycle times for
this SL.4 and results in the full use of the Bessel phase function modulation features noted in Section 7.2
"4ith their associated other advantages.

R. -r ihns

8. 1 Introduct ion

The purpose of any Sl.-! I; to serve as the re.l-time ind reusable transducer for dLverse optical computing
applications. In the following Subf;ectlons we briefly aummarize s,.vo.ral of the niw applications to which we
have applied the photo-DKDP SM. These data are more filly described in [141. They are of particular



interest because of the comparison between theory and ex,)eriment and between the use of film inputs and

real-time SItls.

8.2 Edge enhancement preprocessing and image registration for track assembl'

Edge enhancement preprocessing is a useful step in the correlation of multi-sensor imagery.
11  

By ex-

posing the photo-DKDP to two successive patterns with different polarities of applied voltage present between
each exposure, the subtraction of the two 2-D images results. This is also of use in image registration for

track assembly.
12 

If the two images are defocused versions of the same image, the resultant difference image

is an edge-enhanced version of the original one. This operation is of use in preprocessing for multi-sensor

image pattern recognition. Initial tests on the use of the photo-DKDP SLIM for both of these operationsl
4

have been most promising.

8.3 Optical pattern recognition

The input, reference and output correlation patterns obtained using the pIioto-D&DP SL.M as the input plane
transducer in a conventional matched spatial filter frequency plane correlator are shown in Figure 7. The

location of the output correlation peak is seen to be proportional to the location cf the reference functioi
within the input scene. We have experimented with the use of this technique and the photo-DKDP SLM in missile

guidance and optical word recognition (OWR) applications. An OWR experiment in which there were 4 occurences

of the reference word was repeated using inputs on both film and on the photo-DKP. rhe resultant I p values
for the four output correlation peaks were 30. 28, 28, 27 when the photo-DKDP was used and were remarkably
similar, 37, 34, 32, 29 when film inputs were used. The widths of the output correlation peaks in this OWR
example were also compared. The theoretical width was computed to be 63 um. The width obtained using the
photo-DKDP inputs was 91) um, whereas 60 Lm widths resulted when film inputs were used. The low modulation
of the photo-DKDP at the stroke width of the characters used appears to be the source of the larger correla-

tion peak widths obtained using the real-time transducer.

8.4 Optical Signal Processing

soThe output correlation pattern obtained using photo-OKOI in a crossed input ambiguity function proces-
sor is shown in Figure 8 for a simple double-pulse signal. The width in doppler of the optically pro-
duced outputs were seen to be 0.173 n (versus a theoretical 0.17 mm value). The width in range of the output
was 7.25 ms (versus a theoretical 7.20 ms value). The peak to side lobe ratio measured was 4.3 (versus a
theoretical value of 4). These experimental results were thus in excellent agreement with those predicted by
theory. Similar excellent performance was obtained when the photo-DKDP was tised as the real-time SL.M in a
passive ambiguity surface detection application

1 4 
and in correlations of active sonar signals.

25
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Equalizing and coherence measure correlators

David Casaset and Alan Furman

A correlator is described that combines optical and electronic processing. The optical section is the first
Fourier transform taking stage of a joint transform correlator; its output is electronically processed by a
modified spectrum analyzer. Increased flexibility and various processing operations beyond those normally
possible in an optical system result.

I. Introduction theoretical description (Sec. II) of the electronic readout

The importance of the correlation operation in image joint transform correlator and experimental demon-
and signal processing is well accepted. Many diverse strations of it (Sec. III) are followed by similar sections
optical correlator systems have been devised,1- 7 be- for the equalizing correlator (Secs. IV and V). We
ginning with the holographic matched filter correla- conclude with a discussion of other extensions of this
tor,",2 that enable this correlation operation to be per- system including a coherence measure operation (Sec.
formed in parallel on 2-D imagery or multichannel 1-D VI).
data and at high throughput rates. The basic optical II Eletronic JTC Readout; Theoretical
system which we chose to modify is the joint transform
correlator (JTC).3-5 Rau 6 had previously suggested The conventional joint transform correlator3 -5 is re-
detection of the joint transform of two functions (placed viewed first. In this system, the two functions f and g
side by side in the input plane) by a vidicon camera. A to be correlated, both assumed to have a width of b, are
spectrum analyzer was applied to the camera's video placed side by side in the input plane P0 with a center-
signal, yielding the correlation of the two inputs in a to-center spacing 2b.8 We represent the transmittance
demonstration of optical character recognition. In of P0 by
temporal offset correlation, Macovski and Ramsey 7  t,(x) = f(x + b) + g(x - b). (1)
devised a method whereby a video signal equivalent to We use 1-D notation both for simplicity and because
the above one was produced by transforming the co- we will deal mainly with 1-D processing in this paper.

herent superposition of the two images (fully overlap- The Fourier transform plane intensity distribution

ping) after having frequency-shifted the light used to (m o ured transform oft) is

illuminate one of the images. The transform plane (modulus squared of the transform of ti) is

intensity then contains a temporal ac term composed Ii(u) IF(u)12 + IG(u)12 
+ 21FI C, cos4irub + 0(u)l. (2)

of a carrier (at the shift frequency) modulated by the where F and G are the Fourier transforms of f and g,
complex transform product. Since the width of the and the coordinate x 1 of the transform plane P , is re-
input format is reduced typically by a factor of 3, the lated to the spatial frequency u by u = xtrnsor ln . T h e
transform plane detector spatial resolution required is focal length of the transform lens is f., and the phase
reduced proportionally; however, because an ac (in term 0(u) = arg G(u) - arg F(u) equals the difference
time) intensity distribution must be detected, a non- between the phases of the transforms of the two func-
integrating (e.g., image dissector) detector must be tions.
used.

In tThis Fourier transform distribution is recorded on
In the system to be described herein, the joint an optically addressed spatial light modulator (SLM), 9

transform detection system is modified, and an equal- and the SLM is now read by illuminating it with a plane
izing correlator produced that enables compensation wave Assuming that the SLM's amplitude transmit-
of various types of signal distortions to be realized. A tane isspproximatel a f o it in in-tance is approximately a linear function of writing in-

tensity I, we obtain at the output plane P 2, upon

The authors are with Carnegie-Mellon U Jniversity, Department of forming the Fourier transform of this transmittance.
Electrical Engineering, Pittsburgh, Pennsylvania 1521:. u(x 2) ff ( [ + g@9 + f @9 * h (x 2 + 2h) + (. * (x6 2 - 2h),

Received 30 January 1978. (3)
0003-6935/78/1 101-3418$0.50/0.
(0 1978 Optical Society of America. where @ denotes correlation, and * denotes convolution.
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initial value after each line, and the oscillator's fre-
quency wo (and hence correlation shift parameter ) are

incremented between scans, the desired output corre-
>j 1 -'lation of the two input functions results.

P Lc I. R A. Anatomy of the Joint Transform Pattern

Fig. 1. Schematic of the basic electronic JTC system. We now examine the joint transform intensity
waveform at P of Fig. 1 as the input functions (and g
are changed as an aid in visualizing the examples and

vOs system extensions to follow. From Eq. (2), we see that
Cos.% I F12 + IG12 is the slowly varying part of the output

OUTPUT video signal. The important part of this signal is a co--- 'u sine function at a frequency 2b, phase modulated by the

110T 61M.0 difference between the phases of the transforms of the
two functions and its strength proportional to the

MJLTP.LES W.TIOATOM SMNM product of their magnitudes.
electronic We assume approximately equal power spectra IFI

Fig. 2. Block diagram of the electronic section of the basic - I G I in all cases to simplify the analysis. For the case
..JTC system. of equal inputs f = g, the expected output is the auto-

correlation, 0 = 0, and Eq. (2) becomes
This is the desired correlation of the input functions 11(u) = 21G120 + cos4rub). (6)
centered at x2 = ±2b (assuming equal focal lengths for
both transform lenses). The recorded fringe pattern or cos[ I term thus has

In the electronic readout JTC system, the intensity 100% amplitude modulation. If one input function is
distribution in Eq. (2) is converted to an electrical time displaced away from the other in P0, i.e., the separation
function (video signal) by a scanning photodetector as between f and g is increased (say to 2.5b), then the fre-
shown in Fig. 1, and the second transform is produced quency of the fringes increases to 2.5b. With f = g, Eq.
in modified form electronically as shown in Fig. 2. We (2) now becomes
represent the output electronic signal from the detector 11(u) = 21G 2(1 + cos5ru b) = 21G1211 + cos(4rub + rub)!. (7)
t PFrom the second formulation in Eq. (7), we see that we

(t) = Ri (u). (4) can also view this as the addition of a linear phase term

where R is the detector's responsivity in volts/unit in- whose slope, or derivative with respect to u, is propor-
tensity, s is the detector's scanning speed, and hence x i tional to the shift in the location of g in P0 and thus
= st, and u = st/fL. This video signal v(t) is multi- contains data on the location of g in f.
plied by quadrature sinusoids sin(wot) and cos(wot), Iff ge g, the fringe pattern is no longer a pure cosine.
these two separate products integrated, and the inte- Equation (2) describes the resultant electronic output
grals squared and summed. We then obtain a new from the plane P detector; phase modulation 0(u) 5
output: 0. The power spectral density at the carrier frequency

2b is now decreased. This spectral component is the

V) = 0[ _ t coswotdtJ+ [I-"t v(t) sinwotdt ] correlation, and hence the loss in this component due
IT - J T Jto to 0 ;1 0 causes an associated loss in signal-to-noise ratio

(SNR) of the correlation output.
RfI. 21 02 If f(x) = ag(x), ( and g are identical except for a de-

= (K-/ SiJo I(u) exp(j2wut)du creased strength for f by a factor a. The detectedpattern is now

2 -11,(u)rect(u/2uo)IR, ,1(u) = 1GI2(1 + a + 2a cos4rub). (8)

(T) As seen, the modulation is reduced with the amplitude
= h.6' -[ + @ 2b of the information-bearing ac term reduced propor-

- Isinc(2uo )* 1101 + g + ®f * - b tional to the decreased strength of f.
+ f g - ?d + 2b) 12, By electronically introducing phase modulation into

v(t), one can compensate for phase differences between
where T is the time constant of the integrator (the F and G such as those due to signal propagation dif-
product of a resistance and capacitance in the typical ferences and P detector scanning errors. By sensing
op amp integrator), 2t 0 is the line scan time, u0 = sto/ the level of the ac signal in Eq. (8), the presence of dif-
Af,., and 4 = woXf,/27rs. The sinc function in Eq. (5) ferences in the strengths of the input functions can be
represents the finite frequency bandwidth of the cor- found and compensated for. We discuss such exten-
relator system. If the transform plane P1 is repetitively sions of this electronic readout JTC system later and for
scanned, the integrators in Fig. 2 are discharged to zero now only note that considerable information on the
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used u, = 1/12b, oversampling by a factor of 2. The
detector sampling interval of 16 pm results in u, , 0.132
cycles/mm and a nominal input width of 3b = 3.77
mm.

To demonstrate the use of this system in the corre-
lation of pulse coded signals, a pseudorandom,
twenty-pulse, feedback shift register code was generated
by a computer program. The bit sequence used was
1,0,1,0,1,1,1,1,0,0,0,1,0,0,1,1,0,1,0,1. Bar pattern input
images in the JTC input format (see left side of Fig. 3)
were recorded with a Xerox Graphics Printer and
photoreduced 200:1. Actual full widths ranged from
3.3 mm (top) to 4 mm (bottom). Input patterns with
three different separations corresponding to three dif-
ferent signal range delays and the corresponding elec-

(a) (b) tronic analysis system outputs are shown in Fig. 3. As
()()predicted by Eq. (5), the frequency of the cosine carrier

Fig. 3. Example of pulse-coded waveform correlation: (a) input increases as the separation between the inputs (or ef-
transparency; (b) correlation output. fectively the target range delay) increases. The corre-

sponding frequency (horizontal axis in Fig. 3) or hori-
zontal displacement at which the output correlation

similarity as well as the relative positions and strengths peak occurs is analogous to the target range, time of
of the two input functions may be extracted from the arrival 7, or shift necessary between the two input
amplitude and phase of the ac fringe signal. functions to achieve maximum correlation

I Autocorrelation Experiments p(r) = fg(t)f(t + T)dt. (9)

The optical system of Fig. 1 was used. A 50-mW As shown in the right side of Fig. 3, the location of the
He-Ne laser source at X = 633 nm and equal focal output autocorrelation peak shifts to the right as the
lengths fLS = fLC = 381 mm for the spherical and cy- separation or range delay between the input signals
lindrical lenses provide unity vertical image magnifi- increases. The middle peak represents a temporal
cation (fLS/fLC = 1) from PO to Pa with the horizontal carrier frequency of 150 kHz in v(t).
transform of the input pattern on each line appearing Similar experimental demonstrations of this corre-
at the corresponding horizontal output line (with an lator were obtained for text and aerial imagery inputs.
effective lens focal length fL = 381 mm). A linear The results for the aerial input case are shown in Fig.
self-scanned CCD-addressed photodiode array (Reticon 4. The objective here was to determine the location of
CCPD-1728) with 1728 16-pm square photodiode ele- the reference object g (the airfield) in various input
ments on 16-pm centers was used as the output detector. patternsf. This pattern recognition operation is ap-
This circumvented the geometric distortion and MTF propriate for a missile guidance application. 10 The
problems associated with vidicon and similar detectors, shifted location of g in f in the sequence of three ground
The array's 27.6-mm length covered ±1114 cycles/mm
of spatial frequency.

To simplify the output electronic system, a Tektronix
3L5 spectrum analyzer with 571B mainframe was used
to convert the video signal into the desired correlation.
In this system, the video signal v(t) is heterodyned with
an oscillator, and the product is bandpass filtered and
peak detected. For a fixed oscillator frequency, the
final output is the amplitude of the input frequency
component at the difference of the oscillator frequency
and the center frequency of the bandpass filter. As the
oscillator frequency is swept, the output is the spectral
amplitude density of the input in time. While this
system does not explicitly realize Eq. (5), it provides an
equivalent output.

Since transform lens focal length and detector reso-
lution were fixed, the input size had to be adjusted to ,\J
accommodate the latter. If the full width of a joint
transform input is 3b (where the physical size of each
input is b with a center-to-center input plane separation (a) (b)
2b), then one must use a transform plane sampling in- Fig. 4. Example of pattern recognition on aerial imagery: (a) input
terval of u, < 1/6b. For various practical reasons we transparency; (b) correlation output.
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image sensor data frames shown in Fig. 4 is intended to used in the processing of radar or sonar signals degraded
represent the drift of the projectile or missile off course. by the propagation path or medium 12 and for the com-
As shown in Fig. 4, the coordinate of the output corre- pensation of imperfections in optical processor system
lation peak is proportional to the location of the refer- elements. In the latter category are nonuniform
ence object in the input data and hence provides the transform plane scanning speed and a restricted class
data necessary to correct the flight path of the projectile of transform plane lens errors, namely, those equivalent
or missile. to applying different space-invariant filters to the two

inputs f and g. If the distorting function is known a
IV. Equalizing Correlator; Theory priori, direct correction is possible. In more realistic

In the conventional JTC system, the output is the situations, some knowledge is available of the expected
correlation of the two input functions f and g (with no degradations, or various degradations can be assumed,
convenient way to modify the operation performed). If and the system's performance improvement can be used
these functions are the same except that one of them, to judge the appropriateness of the assumed degrada-
say f(x), has been acted upon by a linear space-invariant tion on an a posteriori basis.
system, described by an impulse response h (x), then
,(x) = g(x) * h(x), and the correlation output from the
JTC becomes V. Equalizing Correlator; Experiment

W(x) ®g(x) = [g(x) * h(x)] ®g(x) = h(x) * [g(x) g(x)]. (10) To demonstrate the equalization concept, we corre-

The effect of the convolution with h( shown in Eq lated a distorted signal against the original signal and
(10)The is c usually ategradaoltion fth out cor inq. applied equalization to recover the correlation peak.(10) is usually a degradation of the output correlation. The formatted pair of inputs is shown in Fig. 5(a). The
The correlation peak is weaker and less sharply defined, original signal [left side of Fig. 5(a)] was the pseudo-and the output SNR is less than that of the autocorre- ral sin ese ig 5() wathe ped-
lation case g(x) @ g(x). By suitably modifying the random pulse train used in the autocorrelation experi-latin cse ~x) gx).By sitaly odifingthe ments. The distorting transfer function H was of unit
basic optical/electronic correlator, one can neutralize

the effect of this type of signal distortion when the
distorting transfer function is known a priori or can be
estimated. This capability follows from the access, for
electronic modification, to the joint transform pattern
video signal afforded by the hybrid correlator system.
Compensation for linear time-invariant distortion is
known as equalization in the communications field; l I
hence we refer to our new system as an equalizing cor- (a)
relator.

To see how this equalization can be accomplished, we
examine the video signal (ac term of interest only) that
results when g(x) and g(x) * h(x) are the inputs:

00t) - 2RjG( 2J H H st [ T ( 21
\fL
I \1 L t

+ argH( s-t-) + etc., (11)

where H(u) = . (h (t) is the distorting transfer function.
If this signal is fed to a phase modulator while a tem-
poral voltage waveform -arg H(stlX L) is applied to its (b)
phase control input, the distorting term arg H (st/NfL)
is removed from the cos factor. Equivalently we can
phase-modulate the heterodyne oscillator; this latter
method is easier to implement electronically. Similarly,
if 0(t) and another signal I H(st/XfL)1 -' are electroni-
cally multiplied, the product will be free of the multi-
plicative distorting factor IHI in Eq. (11). Fourier-
transforming the resulting signal will yield the auto-
correlation of g.

Arbitrary linear space-invariant filtering can be
performed on the correlation output by such a system;
equalization of input distortion is a special case of this.
Since the system's filtering function is determined by
a pair of voltage waveforms, it can be changed with the Fig. 5. Example of equalizing correlation: (a) phase-distorted input
ease and speed with which a signal generator can be and reference signals; () conventional correlation output; (c) equa-
reprogrammed. The equalizing correlator can thus be lizing correlator output.
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magnitude, while its phase part, shown in Fig. 6, con-
sisted of five rectangular pulses of magnitude r with a
baseline of zero. The distorted input pattern was 41 H
generated by numerically convolving the undistorted i- H --
input with h(x), thresholding the resulting signal, and _ 1_ I_ _

computer-graphically printing and photoreducing this I
hard-clipped waveform [right side of Fig. 5(a)]. The
conventional correlation of these two patterns is shown Fig. 6. Distorting phase transfer function used in the equalizing

in Fig. 5(b). Positional resolution and SNR are both correlator experiment.
seen to be poor. The correlation output with equali-
zation circuitry in operation is shown in Fig. 5(c)-a As was pointed out in Sec. 11, phase modulation of the
clear correlation, with greatly enhanced SNR and po- fringe pattern causes a correlation loss, whereas a co-
sition-measurement accuracy. herent uniform fringe frequency (identical inputs)

The particular transfer function H used in this produces a large output correlation. Thus, by mea-
demonstration was chosen to simplify the video signal suring the coherence, or spectral purity, of the video
processing circuitry. The distorted video output signal signal, the electronics can detect an autocorrelation, or
was fed to a phase modulator, which reversed the po- match of the input functions, or compute the degree of
larity of the video signal at appropriate times to realize similarity between them. Several qualitatively related
modulation by -arg H. A pulse generator was used to properties of the video signal may be used as coherence
produce the five-pulse sequence (of the same form as measures na ri pi vie, crereas

Fig. 6) that was used to control the modulator. measures, namely, carrier period variance, carrier phase

This equalizing correlator system is another method modulation or phase variance, and instantaneous fre-

by which the flexibility and repertoire of operations quency variance. The smaller any of these quantities
achievable on an optical processor can be increased, are, the greater the video signal coherence and hence the

greater the degree of similarity.
L i Matched spatial filter weighting and synthesis con- We now describe how the carrier phase variance

troll , 1 :1 hybrid optical/digital processing, 14 and space- W o eciehwtecrirpaevrac
variant processing'a5 g6 are other methods by which the might be determined by electronic postprocessing of the
flexibility of an optical correlator can be extendedEq. (2). Bandpass-filtering

1  foEq. (2) removes the first two terms and leaves 21FI IGI

VI. Extensions and Discussion cos[4irub + OW(u). The amplitude modulation present

on this cosine fringe carrier can be removed by a limiter
Another use of thegeneral optical/electronic JTC is leaving as the output the phase-modulated carrier

in the normalization of correlations. Correlation deg- cos[4vub + 0(u). If this signal is fed to a phase de-
radation can arise when one of the input signals to be modulator, we obtain a voltage output proportional to
correlated is reduced in strength by a factor a from that the phase modulation 0(u) on the carrier. Squaring
of the other input function. The degraded joint this quantity and integrating it electronically over a line
transform pattern for this case is described by Eq. (8). scan time yield a final output voltage proportional to the
The amplitude 2a of the cos term in the video output carrier's phase variance

S signal can easily be measured and used to control the
vertical scale in the output patterns [Figs. 3(b), 4(b), and varlowul = o2(u)du
5(c)]. This results in a normalized output correlation vS o

pattern independent of changes in the strength of the If a frequency demodulator is used instead of a phase
input signal. Other nonlinear processing operations demodulator, we obtain the instantaneous frequency
such as generating the logarithm of the spectrum (as variance
required in cepstral processing) can also be realized
using such a system. varkou)I = If &(u)I2du.

A. Carrier Period Variance and Coherence Measure To compute the carrier (fringe) period variance over
The presence or absence of a correlation and its one detector line scan, we threshold the video signal into

positional coordinate are often of primary concern a digital pulse sequence we represent by (u 1, U 2.. UN)

rather than the actual shape of the correlation function, in which these u, are the u values at which positive-

We therefore now consider another new optical/elec- going zero crossings of the phase-modulated carrier

tronic system, which we shall call a coherence measure occur Ii.e., where cos(4rub + ) = 0, and its derivative
correlator, that greatly improves the speed at which the with respect to u is positive]. If this pulse sequence is
correlation/no correlation decision can be made along then fed to a digital or combination analog/digital
with ways of implementing it. We conclude this section processor, the mean carrier period
with a discussion of how it can be applied in range/ - I N = N
Doppler multichannel signal processing. This system N* - i N (4
uses the configuration of optics and scanning detector and the carrier period variance
shown in Fig. 1. However, the video signal is now op-
erated on by a different kind of electronic processor ( I - N = - i = , -u 2 (15

than that discussed so far. Ns=i N N= , N)
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can be calculated, where Auk f uk - uk- 1 is the carrier different doppler versions on each line. This array of

period at the kth cycle, spatial signals is Fourier transformed in the horizontal
This electronic processor can take many forms. The direction and imaged in the vertical direction by a

mean and mean square pulse width over one line scan spherical-cylindrical lens system. The horizontal joint
time can be calculated simultaneously. At the con- transform fringe patterns on successive lines are sensed
clusion of the scan we subtract the square of the mean by a 2-D raster scanning detector. The coherence
from the mean square pulse width. This yields the measure parameter is computed on-line for each scan
variance. An alternate simpler circuit to measure co- line from the detector's video signal. The line which
herence is the phase-locked loop (PLL).17 A PLL yields the greatest coherence indicates the optimal
consists of a voltage-controlled oscillator (VCO) and a Doppler match; to determine range, only a 1-D trans-
phase comparator. The latter compares the VCO's form (as in Fig. 2) of the one line with the largest co-
output with the input signal presented to the loop, and herence need be performed. Thus, range/Doppler
the phase comparator output is connected via a low pass processing can be performed in one scanner frame time
filter to the control input of the VCD. When the loop by a relatively simple configuration of components.
is in lock, the VCD is forced to track the input signal, The support of the Air Force Office of Scientific Re-
and its control input voltage indicates the instantaneous search on contract AFOSR 75-2851 administered by the
frequency of the input signal. The ILL thus behaves Air Systems Command and the Office of Naval Re-
as an FM demodulator. In our case, the ac content search on contract NR 350-011 for the work reported on(variance) of the VCO control voltage can serve as a herein is gratefully acknowledged.coherence measure when the video signal is applied to

the PLL's input. References
Coherence measure processing requires a single line 1. A. Vander Lugt, IEEE Trans. Inf. Theory IT-10, 139 (1964).

scan rather than repetitive scans, as do the system of 2. A. Vander Lugt and F. B. Rotz, Appl. Opt., 215 (1970).
Fig. 2 and its relative, the spectrum analyzer. The 3. C. S. Weaver and J. W. Goodman, Appl. Opt. 5, 1248 (1966).
processor's output is computed almost immediately at 4. J. E. Rau, J. Opt. Soc. Am. 56,1490 (1966).proessor' outu achscan his mp emt imediey 5. C. S. Weaver et al., Appl. Opt. 9, 1672 (1970).

-. the end of each scan. This improvement in efficiency 6. J. E. Rau, J. Opt. Soc. Am. 57,798 (1967).
'4 is especially important when the 2-D nature of optical 7. A. Macovski and S. D. Ramsey, Opt. Commun. 4,319 (1972).

processing is exploited in performing multichannel 1-D 8. D. Casasent and A. Furman, Appl. Opt. 16.285 (1977).
signal processing. 9. D. Casasent, Proc. IEEE 65, 143 (1977).

An example of such processing is the correlation of 10. D. Casasent and M. Saverino, SPIE Proc. 118, 11 (1977).
two signals differing in Doppler. The first processing 11. W. D. Gregg, Analog and Digital Communications (Wiley, New
step in this case is to correlate one signal against a York, 1977).

number of different doppler versions of the other signal, 12. Topical issue on Adaptive Optics, J. Opt. Soc. Am. 67, 269-409

seeking the best match. The second step is to extract (1977).
the range from the correlation of the optimally similar 13. D. Casasent and A. Furman, Appl. Opt. 16, 1662 (1977).pan fo m te crTio ofe optiall 14. D. Casasent and W. Sterling, IEEE Trans. Compt. C-24, 318

ir found in step 1. This processing operation can be (1975).

implemented with the aid of the coherence measure 1,5. J. W. Goodman, Proc. IEEE 65,29 (1977).
correlator as follows: On successive horizontal lines in 16. D. Casasent and D. Psaltis, Proc. IEEE 65.77 (1977?.
the input plane, signals are written in pairs, with one of 17. F. M. Gardner, Phaselock Techniques (Wiley, New York.
the signals repeated and the other signal written in 1966).

L AJ1i



CHAPTER 5

MULTI-SENSOR PATTERN RECOGNITION

!i. *i

Vr

I-

• .J



Ren o hmtd om SPIE Vol. 201- Optical Patna Recogniton
, 191 by the SoMy of PhotoOpfjol Instrumoelon Engineecs, Box 10. Bellinham. WA 9 USA

Statistical and deterministic aspects of multisensor optical image pattern recognition
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ABSTRACT

A classification of multi-sensor imagery from the sensor's point of view is advanced. From this treatment,

the statistical and deterministic contributions to a multi-sensor image correlation process are more clearly
seen. The optimum preprocessing operation for several cases of multi-sensor image pattern recognition are
noted and the use of weighted matched spatial filter synthesis as a one step optical pattern recognition cor-
relator is described. Theoretical formulation and experimental verification of the result that edge enhance-
ment preprocessing is not always optimum in a multi-sensor optical image pattern recognition system are
presented.

1. INTRODUCTION

F Performing pattern recognition on multi-sensor (MS) imagery arises: in the processing of satellite imagery
for earth resources uses [1], in the registration of scenes [2,3], and in missile guidance [4,5] among other
applications. In this paper, we present a new optical pattern recognition (OPR) approach to MS image pattern
recognition (IPR). Our primary purpose is to determine the agreement between a given stored reference scene
f(x,y) and a live sensed input image g(x,y). For the particular scenario to be considered, the input g is a
radar image and the reference f is an aerial image. The specific problem is to optimize the SNR of the cor-
relation in the presence of typical MS image differences.

In Section 2, we describe a new model for MS imagery and distinguish three cases of MS-IPR. In Section 3,
we discuss the optimum preprocessing necessary for each case. In Sections 4 and 5 we present experimental
confirmation of our theoretical formulation and discuss our resultant data.

This new model of the MS-IPR problem, the use of OPR and weighted matched spatial filter (MSF) synthesis

in its solution, new OPR concepts (such as: statistical and deterministic OPR, statistical gradient polari-
zation equalization), and new issues (such as: spatial structure distribution and gradient quality) represent
the major new contributions contained in this work.

2. STATISTICAL AND DETERMINISTIC MS IMAGE MODELS

MS imagery (with all geometrical distortions removed) can be described by a set of feature vectors that are
similar in both scenes (we refer to these as key objects) and by a set of different features (due to additive
and multiplicative noise). Most PR research has only considered additive noise. The optimum processor for
the additive white noise case is well known to be an MSF. In MS imagery, additive noise arises due to texture
and scene detail present in one sensor's image, but absent in another's. Figure 1 shows an example of such
an image pair.

We choose to include multiplicative noise (characterized by image contrast reversals of random polarity)
in our description of MS imagery. More so, we choose to describe a scene from the sensor's point of view and
to clearly distinguish between the scene itself (no sensor variations considered) and an image of the scene
(obtained with a given sensor). The terms scene and image are defined as above.

If we consider the scene itself, it can be modeled as uncorrelated data (if it contains many features). In
nractical PR applications, the scene contains key objects. If there are only a few key objects and if they
dominate the scene, the scene is highly correlated and thus more deterministic and less statistical. As the
number of key objects in the scene increases (assuming uncorrelated and independent key objects), the scene
becomes highly uncorrelated.

Contrast reversals are the dominant unique image feature germaine to MS image data. We thus choose to
classify MS imagery as statistical or deterministic solely on the basis of contrast reversals and to model
these contrast reversals as multiplicative noise. Thus, we will adopt definitions of MS imagery from the
sensor's point of view, rather than for the scene itself. If a pair of MS images are dominated by contrast
reversals, we refer to the scene as statistical (see Figure 2). We note that the distribution of the polarity
of the gradient of such Images are the statistical factor to which we refer. This leads to the vital aspect
of statistical gradient equalization and to the key point that these random contrast reversals are the major
generic characteristic of MS imagery. In some instances, neither the multiplicative noise (contrast reversals
in Figure 2) nor the additive noise (see Figure 1) dominate and the resultant MS imagery is best described as
deterministic with no noise (see Figure 3). The MS image data base used consisted of radar and aerial images
of different scenes. The three Image pairs to be reported upon are shown in Figures 1-3 and surmarized in
rable I.
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(a) (b)
Figure 1. Multi-Sensor Imagery Classified as Deterministic with Additive voise.

(a) Aerial Image, (b) Radar Image.

(a) (b)
Figure 2. Multi-Sensor Imagery Classified as Statistical.

(a) Aerial Image, (b) Radar Image.

Figure 3. MuLti-Senkor Imagery Classiltied as. Iturministit, wi th No Noise.
(it) Aerial Image. Wb Radar Image.
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Table 1. Multi-Sensor Image Pattern Recognition Scenarios

FigreClassification Pre-Processing Weighted MSF

Deterministic with Noise Edge enhancement High u*

2 Statistical band-pass, Medium u
magnitude detection

3 Deterministic, no noise Same as Auto- Low u*
correlation

We summarize these three MS image cases in Fable 1. For completeness, we note the optimum digital pre-
processing operation required for each case and the corresponding optical weighted MSF synthesis technique
that is theoretically optimum for each case. These issues rre discussed in Section 3. In these MS image
definitions, we consider only scenes containing key objects (becasue of their information content), but we
allow contrast reversals to occur within the key objects as well as within the scene's background.

3. THEORETICAL BASIS FOR MS-IPR

The most common pre-processing operation performed in MS-IPR is the edge enhancement or differentiation of
the input images [2,3]. Such an isotropic contour operator 161 is:

2 2
1 CAA 1 -k , (I)

where is the Laplacian. This operator enhances the edges of the scene and retains the polarity of the
edges. The non-linear isotropic operator

22 Stat[(ica band-(as M

retains only the magnitude of the edges of a scene. It has been shown 201 that a differentiation pr-pro-

nosteotmmp ehtenin itcn boie shownastoutb-[31:

cessing operator is not always optimum. Specifically, for highly uncorrelated scenes, no pre-processing is
optimum; whereas for highly correlated imagery, the second derivative is the optimum pro-processing step [201.

When noise is present in the data, the above Conclusions are not appropriate. In the presence of additive

q that n is theortium l prewhteimum filre canse shown tosues ar icssd3 ecin3 hs:M mg

= (1~i + t+ w > 2] ,(3)

where A, a and , are parameters describing the shape of the noise auto-correlation function. From (3), we
clearly see that a derivative or gradient pre-processing operator is not sufficient, rather a weighted combi-
nation of no pre-processing, term I in (3), and differentiation, the last terms in (3), is seen to be optimum
when noise is present.

Svedlow if3] found that a threshold gradient pre-processing operator, in which the polarity of the gradient
was suppressed, performed best. We now see that this operation is preferable because it removes the statis-
tical nature (the polarity of the gradient) of a MS scene (as defined in Section 2). Smith 1 71 utilized a
linear system approach to the MS-IPR problem for the case of additive noise. lie found that the product of a
noise whitening filter and a weighted filter reflecting the target's SNR was optimm. These combined opera-
tions used b%, Smith [ 71 can be shown to be equivalent to a type of bandpass filter rather than the high-pass
filter (edge enhancement) normally employed.

Adjunct spatial filters in front of the MSF in an optical correlator can perform the differentiation,
bandpass filtering, and noise spectrum whitening op at ions not d abo e 1 8,91 . In optical character recog-
otion correlation experiments, Wi n er 1 found st ron erroivotivs ross-correlat ions when high-pass filtering

wperformed. In light of the above formulation, We cansee that aris occurred because, in his optical
character recognition case, the lirge number of iharawt,-r' in the input search scene corresponded to our case
of a lanr e numtof keyrobjects i th sape o tin Section. 2o the we

csatiystica that les derati F suhradientt atio pre-processgoertrintsfiieng, aoner is netghted omi

Ths ae ssomewhat ainalogouis to the miss ilIe ' iiidan- - nario of' a Key' obiect surrounded bv other struc-

ntred ojects.e-pnthesisng, the prm I (3) ,t nd , dieretia,,tin, ;cone (ath rstistical gsaseen t equalimu

nnoted 2) is ts presen
opticl wystem (ind what the gis rd-rieortl er orres l;t ion) could hi used tii perform the gradient

eqia tio supesep. Byrfrecd st nw e th atm :lid.o ths opeatino i prfral thau e treolv inforation

of t ystemadientcand hnce tthe rntim or statcitiia se t ftaddiive nois. r'ssVii. We reouer to thiis tech-
tioncs usbSi-sth 7aent besola tob eqiui aet iito a' type1 obandpn WC iWt or ateition on i single h

Adj opt spiica al ultrs nd of h' I S N aSt optil mopelii ic ti f thS-I ifR process.
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STATISTICAL AND DETERMINISTIC ASPECTS OF MULTISENSOR OPTICAL IMAGE PATTERN RECOGNIIION

The concept of weighted MSF synthesis is quite simple 110] and is best described using the frequency plane
correlator (11]. In this system (Figure 4), the sensed image is placed at P1 . Its Fourier transform G is
formed by Li at P2. Stored at P2 is the 14SF with nominal transmittance proportional to F*. Leaving P2 we
find F*G and at P3 we find the Fourier transform (denoted by the operatorjIF) of this product of two Fourier

j itransforms or

*. IF*G] = g * f , (4)

which is the desired correlation (denoted by the symbol *, ) of the two functions. Detailed analysis of the
MSF synthesis process [10] will show that the exact transmittance of P; is

t = 1 + 1/K + (2//K) cos (2cTax + Arg F) , (5)

where a is the spatial frequency determined by the angle between the signal and reference beams and

K = A
2
/1F1

2  
(6)

is the beam balance ratio. In (5), we note that the fringe modulation is a Maximum when K = 1.

SP, Li P 2 L2 P3*11W

Figure 4. Optical Frequency Plane Correlator Schematic.

From (6) we note that K varies spatially (since F does) and hence so does the modulation. Thus, weight-d
MSF synthesis simply involves choosing the spatial frequency u* we wish to optimize in the data. Low (high)
u* choices result in equivalently bandpass (high-pass) filtering functions for the NSF, with high u* values
resulting in the use of differentiated images in the correlation process. ie origin of the entries in ti,
last two columns in Table I should now be apparent.

A final aspect of MS-IPR deserves note at this point. We refer to the issues of ede qualitv and spatial
structure and distribution. The first term refers to the fact that the derivatives of two images -ill differ
considerably depending upon the sharpness of the edges in the original image. As a result, the gradient of
one MS image may resemble a blurred version of another image of the same scene. When this effect occurs,
statistical gradient polarity equalization effects are less important in the MS image correlation. Hard
limiting is one often used pre-processing step for such MS problems. However, this operation does not appear
to always be necessary. This conclusion arises because the low and mid-spatial frequencies associated with
the relative distribution of the edges of the scene (i.e., their relative position with respect to one another)
are preserved in all cases. We refer to this issue as spatial structure distribution and note that it often
contributes more to the optical correlation than do the high frequencies due to the edges themselves. Thi
is especially true in practical MS-IPR data, when resolution and geometrical differences are present hetwCCn1
the two MS images being correlated.

4. EXPERIMENTAL CONFIRIMATION

Auto-correlations and cross-correlations of all imagery in Figures 1-3 were performed with K set equal to
I In four different spatial frequencies hands (sec Table 2). A wedge-ring detector [121 was used to favi I I-
tate setting of K values. As a mensure of correlation plane quality, we use

E 2 , (0. 0SNIZ - vrc('O 1 (7'.
vSrL0OpPteRe-t (7 7c
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where E2{ is the intensity of the expected value of the correlation c, at the peak at registration (0,0)
and where correlation noise is defined as the variance of the correlation at coordinates (xy) far from

registration.

Table 2. MSF Frequencies Bands Used

Band Spatial Frequency (cy/mm)

B 2.1-2.8

C 3.4-4.4

D 5.1-6.4

F 7.4-9.3

After obtaining power spectra data for all imagery (using the wedge-ring detector), auto-correlations of
all images of each scene were obtained using weighted MSF's with K = 1 in the four spatial frequency bands u*
indicated in Table 2. For each scene, both positive and negative radar images were available as well as an
aerial image. The result of the four auto-correlations (at four u* bands) for the image in Figure 2 are shown
in Figure 5. Auto-correlation data for the other scenes were similar. In all instances, the optimum auto-
correlation was found to occur for the MSF with K = I in u* band B. The lower SNR of the radar positive image
was due to its decreased resolution compared to the corresponding radar negative image. From Figure 5, we
also see that the auto-correlation of the aerial image generally yields less SNR than the auto-correlations of
the radar images. This is due to the increased mid-spatial frequency textural data present in the radar
images.

These auto-correlation experiments verified our earlier remarks on the more deterministic nature of an
auto-correlation. These data also show the usefulness of weighted MSF synthesis in the optimization of auto-
correlations. The variations of the correlation with u* of the MSF occur due to the statistics of the scene
itself. Recall that neither additive noise nor phase reversals occur in the auto-correlation data and thus
these variations in SNR with u* are due to the statistics of the scene itself, rather than to the MS features
(such as auditive or multiplicative noise).

AUTO CORRELATIONS
CROSS CORRELATIONS

RADAR NEGATIVE DAI NLF4 ItN(I SINOiSt

RADAR POSITIVE /(tlA i I

AERIAL /(UBIJRBAN

10D 

T ITINII( Dt T1' ' I, V 1

2 r

0 10 Cylnm 0 5 10 cyIm
SPATIAL FREQUENCY u' AT WHICH K=I SPATIAL FREQUENCY u' AT WHICH K

= 1

Figure 5. Ato-Correlation SNR vrsus Figure 6. Cross-Correlation SNR versus
ut* for the Scene in Filgire 2. u0 for the Three IS Scenes.

The resultant optical u-ross-correlat ion e'xperimental SNR versus 11* data are shown in FigLre 6. These

experimental data were obtai ned Tsing the images in Figures 1-3. In all cases, an 51SF of the aerial scene

served as tile referen('e with the radar negative as the input pattern (this is the txpeCtd MS-IPR scenario).

From these data in Figures 5 and 6 we nhserve that:

(I) Cross-eorrelation SNR (an ht. Optimized by prop(r choice t .

(2) Iht' opt Imin ti* Ior tilt' cross-corrtlat Ions d ffh-rs from tilt 1* i otind I 'r t ist..nit-t-orrelat ions.

3() Di fferent tIl va Iiws are optiTitim for each iof the t hrot' scene
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5. DISCUSSION

A detailed analysis of the data in Figure 6 and the general theoretical remarks advanced earlier in
Section 3 and summarized in Table I shows excellent agreement. The scene of Figure 1 (classified as deter-
ministic with noise) was found to exhibit the optimum cross-correlation SNR with a large u* setting in band D.
This high u* value is equivalent to emphasizing high spatial frequencies in the image. For such data in
which additive noise is the dominant MS feature, the high-pass filtering preprocessing step siuuld I,'-,r
heavily weighted. The relative weighting is determined by the statistics of the noise as in (3).

For the scene in Figure 3, the cross-correlation SNR was found to peak at the same low u* hand h
setting that was found to be best for the auto-correlation case. This is as expected, since the different MS
images of the scene in Figure 3 do not exhibit dominant additive or multiplicative noise. We thus classified

this scene as deterministic with no noise.

For the scene of Figure 2 (classified earlier as statistical or dominated by contrast reversals), a mid-
range value of u* equal to band C was found to be optimum. This mid-range u* setting (larger than the u*
value (band B) found to be best for the auto-correlation and less than the highest u* setting (band D) cor-

responding to a differentiation or high-pass image filtering found to be best for the scene in Figure 1) is
representative of a band-pass filtering MSF or equivalently to an MSF in which a weighted combination of no
pre-processing and edge enhancement is used.

4Another important aspect of MS-IPR is the use of histogram equalization 1201. In some MS-IPR work, Wong
[17-18] and others have used a Karhunen Loeve amplitude or similar image pre-processing operation to produce
an intensity equalized histogram. Our weighted MSF synthesis technique for MS-IPR can be reformulated as a
type of frequency domain histogram equilization filtering. By decreasing low spatial frequencies and in-
creasing high spatial frequencies in the spectrum of the image, we tend to equalize the histograt. o' tlc
image's intensities. Such a process tends to flatten and broaden the spectrum of tile image and t-nds t,,
decrease the width of the output correlation peak. Such issues are important in image registration and 7,,r
image differencing by frame-to-frame correlation [19].

We used SNR defined in (7) as our measure of correlation quality. By whitening the spectrur: ot the data,
we decreased the variance of the correlation noise and hence increased the SNR of the correlation (dir-asin'
the low frequency components in the image decreases the statistical correlation contributions and this makes
the correlation more deterministic). To determine the noise filtering properties of the MSF hologra s. w
show in Figure 7 the variance of the output correlation noise for the cross-correlation of the imagerv of
Figure 3 versus the optimum MSF band u* chosen. As shown, correlation noise decreases as u* increases, thus
indicating that flattening or broadening of the spectrum of the scene occurs in weighted optical NSF synthesis.

W 7:

om

0 5 ,O cyrmm

SPATIAL FREQUENCY ,, AT WHICH K=I

Figure 7. Varfc(x,y) versus u* for the cross-correlation of the Figure 3 Imagery.

6. S1',NbRY

From these brief theoretical remarks and an extensive experimental program, we have shown trat d Ie n-
hancement pre-processing is not always optimum for .S-IPR. Edge enhancement pre-pr.essinC is optim'i ovl\
when the image contains a well utrio.tured and defined key ohject_ and when the MS iraging process contribigas
additive nol se to one MS Image. lhe trote MS-IPR problem corresponds to the statistical imagec casc l'ir ore 2).
In this instance, tire contrast reversals In the, imagery contribute to the statist ical distribrtion ,, th
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gradient of the image and the optimum pre-processing is a weighted combination of no pre-processing and edge
enhancement. Such multiplicative noise represents the true MS Image problem. It differs considerably from
the standard signal and additive noise problem (Figure 1).

Considerable prior MS-IPR research exists, both optical [13-15] and digital [3,16]. The prior IPR research
is of most direct concern. In [13], radar and aerial scenes were correlated. In the correlation process,
emphasis was given to the edges of the image (or to image structure) by optical differentiation. However, the
major concern and use of these correlations was for the correction of geometrical errors in the image pairs.
In [14], a general formulation of the optimum edge enhancement frequency plane operator was advanced and (for
certain cases) the optimum edge enhancement operator was found to be similar to a Laplacian operator. This
analysis lends further credence to prior work. In [151, major attention was given to multi-spectral data and
attention was focused on the use of edge enhancement pre-processing and the importance of the number of key
objects in the scene. In this formulation, contrast reversals within the key object were not allowed in the
definition. In some digital MS-IPR research, the scenes chosen for correlation were often [17,18] dominated
by a single key object with no contrast reversals for multiplicative noise present. Such images coirespond
to the classical signal in additive noise case, not to the true MS-IPR problem involving both additive and
multiplicative noise (the presence of contrast reversals within the scene as well as within the key object).

In all cases, no prior work of which we are aware, has addressed: the statistical and deterministic contri-
butions to the optical MSF pattern recognition correlation process, the importance of the polarity of the
gradient of the scene in the OPR of such MS data, and the issues of image edge quality and image spatial
structure distribution. In our work reported upon here, we have shown both in theory and by experiment that
an optical correlator using weighted MSFs can successfully correlate MS imagery. We have also shown that such
a pattern recognition system is of use in cases of multiplicative noise, additive noise, and no noise. This
research was conducted for one specific MS-IPR data set (aerial and radar images). However, the results appear
to be general enough to be of use in other MS-IPR cases or other IPR applications. A new model for such
imagery and new definitions of classes of such imagery as well as the optical pre-processing required for each
case have also been defined in the course of this work.

ACKNOWLEDGEMENTS

The support of the Air Force Office of Scientific Research (grant AFOSR 75-2851) for the research reported
on here is gratefully acknowledged.

REFERENCES

1. R.G. Wilson and W.E. Sivertson, SPIE, 178 (1979).

2. W.K. Pratt, IEEE, AES-lO, pp. 353-358 (1974).
3. M. Svedlow, et al., IEEE, AES-14, pp. 141-149 (1978).
4. D. Casasent and M. Saverino, SPIE, 118, 11 (1977).
5. D. Casasent, SPIE, 133, 51 (1978).
6. L. Kovasznay and H. Joseph, [RE, 43, pp. 560-570 (1955).
7. F. Smith, et al., Systems Control Incorporated, Palo Alto, October 1976 (Report DAAH 01-76-C-0673).
8. G. Winzer, p s , 21, pp. 697-707 (1974).
9. D. Watrasiewicz, et al., Applied Optics, 7, pp. 1047-1051 (1968).
10. D. Casasent and A. Furman, Applied Optics, 16, pp. 1652-1662 (1977).
11. A. Vander Lugt, IEEE, IT-IO, 139 (1964).
12. H. Kasdan and D. Mead, EOSD, 248 (1975).
13. R. Hudgin, SPIE, 117, 126 (1977).
14. F. Dickey and K. Shanmugan, Applied Optics, 16, pp. 145-148 (1977).
15. D. Casasent and Y. Barniv, SPIE, 137, 57 (1978).
16. M. Svedlow and C. McGillem, uIrEEE, GE-15, pp. 257-259 (1977).
17. R.Y. Wong, IEEE, AES-14, pp. 128-140 (1978).
18. R.Y. Wong, IEEE, SMC-7, 836 (1977).
19. L. Wald, D. Casasent, et.al., (these proceedings).
20. A. Arcese, et al., IEEE, IT-16, pp. 534-541 (1970).

64 SPIE Vol. 201 Optical Pattern Recoqnetion (r9791



CHAPTER 6

AVERAGED FILTERS



r Optical pattern recognition using average filters to produce discriminant hypersurfaces

Charles F. Hester
Advanced Sensors Directorate, Technology Laboratory

U. S. Army Missile Command DRSMI TEl (PHEDI
Redstone Arsenal, Alabama 35809

David Casasent
Department of Electrical Engineering

Carneqie Mellon University

Pittsburgh, Pennsylvinia 15213

Abs trat

A ly[prsparr(- dlesiriptinr of thre rrrnltii lass (Irrrltiobjvecd paltiri reonition prob~lemi is advanced. Average filters
comnposed of linear sums of ortiroiorrial basis funictions are found to provide the necessary discrirninant hypersurfaces.
Optical correlation UIitg weighted uratelied spatial filter synthesis is used to detertitine tite bashs functions and their linear
weights. The average filters are then assenmbled on a digital coMrriter anid used in air optical frequency plane correlator.
Initial problemn formulation theory aid SItnUlat ion results are include-d for an in frared tank patterni recognition problem.

Introduction

In the general pattern recognition problein rmultiple classes of objects, whether inherent or generated by a specific
object, must be recognized with rejection of other objects not in the inulticlass set. The rnultiasper ts of targets encountered

(diring target accqiisition for Missile guidance 13as well as product line inspection 4a re diverse examples of this general
urrulticlass pat tern recognition problemr. In this paper, a description of hyperspace (next section) aiid its use in solving this

pattern recognition problem is reviewed 5. Ve show how tfre discriiminate hypersurfaces necessary to accomiplish riulticlass
recognition and provide adequate false target rejection can be achieved by using an average filter. In the section on basis
function determination, we describe how these average filters can be produced as weighted linear combinations of the
orthonoirmal functions (the hyperspace basik) by which the input arnd reference have been described. How optical correlation
using weighted mnatched spatial filter synthesis can be used to determine tire basis, their weights arid tie average filter is
discussed itt the sect ion enitit led I R tank pat tern recogiti on together with experirrerntal data arid a roiriplct ciorrelatiorn
inri is

The ex per imrernt al case clhosen is thre ret~rgrtitiott of a tarnk finomi IRI iimager y Indrependen t of the aspect oh thre tank. Our
initial average filter resiults aid thre result oh t orrelatiotis between it arid variouis aspects of thre tank target are presented in)
tire section ott IR tank pattern recogni tiori.

Prior approachles to tIiTt tlt ii laSs piroble Ici wIrve in volvyed thre use of triolti pie 1I na tlied spatia I filters 3 ,6. Little
attemntion has been given to patItern retognti nii technriquies for llR seristirs althoughi ctrusidvirable llR senisor advancements have

7-9occurred . Other researchers have suggested post processing of tire correlation matrix Outputs Of a mrultichannel correlator
10

to enhance discrirmination in cases such as chraracter recognition . Although our research is of use in this latter area, our
present concern is to imriprove thre recognti tion Of a inUtuI clas set of oblei-ts rioreso than) discrirmirnat ion of one particufar class
from another class. Tire average filter used is based ott tire correlation mnatrix, thus Irtcorporating post processing into the
filter itself, and avoids tire tvet for mrul tiple filters arid extensive post processing.

j Hyperspace

We will consider one-dirnensional functions for simrplicity only. We denote the input image as f and assume that K
*different inputs I k cat occur. Tire object functions to be recognized are g Of Wh~ich We assume that N different

orientations i i f it are available. The average filter In to be contstructend will be a weighted linear combination of the gn
*The task of tire pat tern ricongitin i SyStL' ii is tin tL:rii I If f belonigs to th set of functions 'g1  and to reject it

otherwise. The K iriput, itsnay be di fferenrt otrierntatiotns of t, bitt riot ntecessari ly one of the N orientatins iti In fact, in
tire g;tiril formittttitori, t lit' J*1l tied tntr lie ifi Icrir omillit toil rw in v aIrrt g.

Wet htef',t thn i s t r ili n oi f oil ur ss sti loi tx liartliliig I III a site tt tut ort111 r allinittints" 01, i.e.

I (N) m (~

'Wt t VI r "/ tn t .'01ii H, nimtt (1919)



where f 0. (x) f xd x z .. (2)

The set of basis functions est I b I is IIvs t e it xp.It Isio I ,o.fI IvI iut', I. wt %Ix- Iy I W. Tis f(0) may hev represeutled as
Vector I

i- (' l ' all.3

in a mrul tidimrenusional veul(or spli' (hylerspace) whI ce tie 60 ( i a t itti b tint ul 11oruS. Owu iceivrer i e founctions conl be
expanded simitlarly

g(x) bA/ (5)1. (4)

The correlatil i ottitpl it i

R f(X) u0 g(X) f f(X T )g(X)dIX * a b. I(x r )/,i.(xdx

or at we havef(0 ajb. fg. I(5)

From(5) we aveestablished the special signif icance of the dot product as the correlation of f ithig in this representation.

Tillustrate the fundamental ideas of discriminate surface generation in hyperspace, we consider the two-dimensional
diagram of Figure 1. Each X denotes a vector belonging to the set of objects to be recognized and each 0 is an unwanted
object to be rejected. In this simple case, Many discrimrination surfaces are possible because the X and 0 points are well

separated and clustered. Since I -g =constant, where g is a fixed vector, describes a line (hyperplane) in the diagram, a single

average filter g can be used followed by threshold detection. Alternatively, surface I Could be chosen and generated by I - f
constant, a hypersphere. In this case, surface I is an equi-energy surface and a simple criteria such as requiring thle auto-
correlation peak of the input to he within a fixed range will provide adequate discrimination. Sur face Ill is another noe
complex possibility. However, it is mrore dif[ficiult to produce requiring mraury average filter surfaces and a niultichannel
system to approximrate it. Suchl techntiques are necessary as )erforliinc requlircitlleI are increased and are essential when
the input data has low SNR.

Our interest is in the nultiobject case which we illustrate by considering the two vectors f I and f 2 of Figure 1. The

pattrn econitin poblm isto etemineif ithr fI or1 2 is present at the input and reject all other objects. Both fL
(a1 Ia a) and f = (a21 a22 ) lie on a line (plane) which Can be specified by f -g= constant. In particular, g call be seen to be

the vector normal to the plane and the c:onstan t is 1. 9'- Thus g has been uniquely specified and is found to be a linear

combination of f Iand f2 ~.

g=bI f1 2 f2 z-( I aI I +bI a 12) 01l , (b 2 a2 1 + b'2 a 2 2 ) 0 2 ()

Thus with g and a simple tlureshnlded output the task is accomplished. This canl be extended to mnore dimensions as outlined

below anid ia average fltler 1i defined to perforiunultiabjectI recognition.

Rasis I utcti n dete'rinat ion

We now consider how the basis functions 0 and the average filter hu can be found. For this case, we consider N
reference functians gngiven by

g() W bJ 0 (x) (7)

The 9g will be recognized, if they are in the set {f,~ of inputs, by art average filter

h(x) = 2 c i 0. Wx.(8

-iThe correlation outputs for the rnulticlass pattern recognition case are

R o R(o)g h 1b c=R (9)
g h (o z n n I ni I n

where (2), (7), and (8) have been uised. The objective is to h id jk) , b~l's. oud 1011 m ll t I I", of It stithi that Rg, roie
the acceptabhlI correlit ion per formainttce. l i hpvde

We hive ,htilt intvariance' indiullt assume that tIuic Ii trrtliti,t, Pil , s it /,ti lor ill t .gistmi'ih inputs. This "ceo-

locationt' feti re will reuiirt ' sliftiig ea(ith 1t o fit , I u tt t it atiti t,hiu' hot~l rulililk Ii intl u" it S'ui i ll, st -t thu% is attltilt-

lie p o d ic ill a w 1o " lt v g ilg fJm tIN , cam 11 ',l A lb I -III %l i ] p tAi II
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Abstract

A novel approach to coherent optical pattern recognition is described. It does not utilize matched spatial

filters and optical correlation methods. Rather, a 2-dimensional input function is described in terms of its
absolute normalized invariant moments. Comparison of these moments enables one to determine the presence of a
given object independent of geometrical distortions. A parallel optical processor with a special mask is used
to generate all moments for a 2-D scene in parallel. A simple digital post processor calculates the actual

x," absolute normalized invariant moments with the high dynamic range necessary. Our initial work reported upon
here has concentrated on: the optical generation of individual moments, how the individual moments vary, the
dynamic range requirements of the system and how they may best be met in a hybrid optical digital topology,
and methods to generate all moments optically in parallel.

1. Introduction

The flexibility of coherent optical pattern recognition systems and the repertoire of operations possible
on these systems have greatly improved in recent years [1]. Optical pattern recognition has long relied on
the Fourier transform and matched spatial filter correlation operations inherently possible in an optical
computer [2]. The purpose of the present research program was to develop a new approach to optical pattern
recognition that did not rely on the Fourier transform and matched spatial filter systems that have been used
for so long. Recent research in matched spatial filter [3] and space variant [4] optical pattern recognition
has concentrated on practical pattern recognition problems, namely maintaining correlation when the input and
reference are not equal. Geometrical differences between the input and reference scene are tile major cause of
correlation performance degradation.

In this paper, we describe a novel coherent optical pattern recognition technique that appears to allow
pattern recognition independent of any geometrical differences between the input and reference scene. The
technique we employ is to represent an image by its absolute normalized invariant moment. This approach has
its origin in the mathematical literature on algebraic invariants [5] and moment invariants [6]. Several
recent digital processing programs in this area have been reported [7-9]. These recent works have shown the
usefulness of this technique in pattern recognition, but the computational load involved in the calculation
of the moments has impeded further progress.

In this paper we present: a less mathematical, revised formulation of the theory of invariant moments
(Section 2); a detailed numerical case study using a simple square input function (Section 3); the design and
fabrication of a coherent optical system to generate individual moments for a 2-1) it.*ut pattern and; initial
experimental results obtained on our system (Section 4). An optical system to generate all moments in
parallel is then briefly discussed together with an analysis of the required system dynamic range. This re-
sults in the design of an optimum hybrid optical/digital system for pattern recognition using absolute normal-
ized invariant moments (Section 5).

2. Theoret ical basis

The theory of algebraic invariants [5] begins by the description of a homogeneous polynomial of U and v as
a binary algebraic form or more simply as a binary form of order p

Ip\) p-I (p\ a 3t-2 v2 + * pp v~oP + a 1 , v + )+ " + l- p a )

I The more compact notation:

(apo ; a alp-lip) (ilvJp . (2)

for this polynomial is preferable. Tilhis holmogenol1us polvnomial of tihe cefl fiients apo is said to be an

algebraic invariant of weight w i :

I (; ... , a ) . I (a 110 ..... .. ), (3)

where at are tilt coeff iclents of tLe po l ynoial eXpanllsioln 1tCr the genera0 l inear transformation
pn

v i V .. L. o - 1 . ( 4 )
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In (4) A is the determ inant of the coordinate transform and for absolute invariance we require w = 0. The
basic idea associated with algebraic invariants is to describe a general geometrical distortion in terms of
(4) and to then determine the relationship that the coefficients a and a' must satisfy.

pn pn

The moment generating function of a 2-D input function f(x,y) is

M(uv) ff exp(ux+vy) f(x,y)dxdy (5a)

u V (Sb)

S m U
P  

v C ( b

p=O q=0 pq

- ff 1 (ux+vy)P f(x,y)dxdy (5c)
3 P_

-o p=0

1! ( , )(uv)p  (5d)
-- m 0  . . (uOp

This operator is most useful in determining the moment invariants. The integral form in (5a) is the funda-

-- mental definition. The moments m of a 2-D function f(x,y) are defined by- pq

m = xPyqff(x,y)dxdy , p,q = 0,1,2... (6)

From this definition we can express M as a power series expansion of the moments m as in (5b). Expanding
the exponential term in (5a) in a power series, (5c) results. Interchanging the oAer of integration and
summation, the compact notation [6] in (5d) results.

The general formulation procedure to determine the invariant moments uses the algebraic invariants and
moment generating function concepts. The basic approach is to apply the general linear transformationrX1

= [ (7)

L _- L _j

to f(x,y). A new M' moment generating function results. Applying the coordinate transformation in (4) to .,

we obtain a new Ml(u',v') of the same functional form as M. Rewriting M and M1 in the form of (4) and
equating coefficients, the relationships necessary to make Mpq and Mq (the moments of the original and co-
ordinate transformed functions) equal are obtained. The proper combnations of several moments can then be
selected such that they are independent of the indicated coordinate transformation. This general procedure
thus involves application of (7) to f(x,y) to yield fl(x',y') and a new 1 and application of (A) and (7) to
(5c). This yields a moment generating function

where J is the Jacobian of the coordinate transformation in (7). (For a linear coordinate transformation,
J=A, the determinant). Note that application of (4) and (7) to (5c) is equivalent to the application of (7)
to (5c) with the coefficients of x' and y' in the coordinate transformation factor (ux+vy) equal to u' and v'.
Note also that tile choice of the coordinate transformations in (4) and (7) are such that

(ix+vy) = (u'x'+v'y'). (M)

Since M and M1 are of the same form is in (5c) and (8), we can express them is i!' (Sd). Using (9), the co-efficients in these two coordinate transformed versions of M and MI can be compared and the moments of order
p have the same invariance as in (3) with an added factor J as in:

I (m 0 .... m'Op) = Jj4 W1 (m Ito , mop 
} "  

(10)

Tile basic conclusion is tit formulat[on in (10) and tile general procedure described. 'se of this technique
is best demonstrated by example. This is provided in Section I.

3. Case study1

Specific cases if tranuslition, seaie. and rotation invariance' ar, ana lvzed in gentrI I terms in Sctins
3.1-3.3. The ;ibsolitc t.i,,rn.iI iz d invariant moments (Section 1.4) then rt'sult.
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3.1 Translational invariance

Under the coordinate transformation (Ii)

= constants, (11)

where a and are the shift variables, the central moments 11 =.. pq

pq = ff (x-x),(y-y)qf(x,y)d(x-x)d(y-y), 
(12)

where the centroid of f is described by

x = in/in0, y = m 0/mO0 (13)

* 4 are invariant under a coordinate translation. The central moments g can thus be expressed in terms of the.t : ,pq
ordinary moments m (for the first four terms) by

V 0 0  "lo' 1 = n 1 1 -ml0

- -2
V1 0  0, I0 = m30 -3m 0 +2m x

103 m30 0 10'
- - -29

01 = 12 = ml12-2ym1 ]-xm0 2+ 2 v m1 0  
(14)

-- 2
'20 mao0xmEo 21 = 21 -2xml-ym +2x mO

-0 20"10 1 "1- 11- 20 01

!0 2 = " 0 2-Ymo 1  I03 = in0 3 - 3 m0 2 +2ymo 1

It can be shown1 161 that no differences resilt if I is described using ij rather Ilian i.

3.2 Scale invariance

Under a seale, transformation (scale faytor a)

'~ -x' sa 
"

l l:.

th' moment generat ing functions 1' and l -In '1 expr Issed in tile or of (5b). Iin t io I0C I 1 i n t L
expressions, we find the momlents

- l'1  I0 0ptl I+fn4-il/2
OO

to be invar[ant to a scale change and 11ie mioltents

, pq (17)
'vq l±+(p4+q) /2

00
to be invariant to bo.th a s(Ile :i11d troins I,l i lillaI change.

5.3 - Rotat iona i nvar iance

l]be rotat ion;il trinslormation

-: -si, 7 FM]:I7

Lvi LL
(nl bc ichieved by d1(s( ribing I and I i l i Tlirs ,I 1in a and ' and i' in 1) L It' orm of T Sb) . CompIal r in o-

'f ficlents be-twun aii alld 1n1' or , iamd Ill t'l'S i lil d 1 e it iua Lons yitlds [le de'si red iolmnts. R, formiuat ion
of Lilth coordinitt. [irinsfloriat ion I" irtptr rtl in i )ion ol (ti,v) axes great Iv sinpi iis tile procedure. Till

restli t int ro l 1 i1 .il iiiv.ir i;n 111 (wiit h'ittki1
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P1 = m20 + m02

P2 = (m2 0 -m 0 2 ) 2 + 4ml2

P3 = (m3 0-3m12 ) 2 + 
(3m21-m0 3 )

2

P4  (m30 +m1 2 ) 2 + (m21+m03 )
2  (19)

P5 = (m30-3m12 ) (m30+m1 2) [ (m3 0 -m1 2 )2 -3(m 2 1+m0 3 ) 21

+ (-mo 3+3m 2 1 ) (m 0 3+m2 1 ) [(m 0 3+m2 1)
2 

-3(m 1 2+m 3 0 )2

3.4 Absolute invariant moments

Combining the results of the three prior subsections, the absolute normalized invariant moments (invariant
to position, scale, and rotation) are obtained by replacing m in (19) withPq

pq 
(20)nPq = l+(p+q)/2

The first seven absolute normalized invariant moments are then:

i= 1120 + ri02

(- 1 )2 + 4 2
2 =( 20 - 0 2 ) + 4r 11

3 =(r13 0 -31 1 2 )
2 + (3fl 2 1 + T 03

)2

4 =(30+112
2  

+ r21 
+ 

03
)

2 + +

5 -n 3 0 3n 1 2 )(r1 3 0 r 2 ) [2 130+T 12) 2 3(T21+r10)2] (21)

+(3n 2 1 -103) (ri 2 1 +n}0 3 ) [3(n 3 0 +ri1 2 ) 2 _ (n 2 1 +n 0 3) 21

=h = r T t 2 _ 1 +1 )2

'6 (n2 0 -r 0 2) [ (130+r1 22 - (n2 1+ 0 3)

+ 4n1 101 30+r?12) (ri 2 1 +TJ0 3 )

7  = (3ri1 2  -r 3 0 ) (l130 +rn1 2 ) [(r)3
0
+ 

1
2 )

2  -3(121+ rY03
)2 ]

+ (3n 2 1 -n' 0 3 )(n 21 +n0 3 )13(n 3 0 + 1 2 )2 -(n21 + n 3) 2

3.5 Case study

As specific numerical example, consider an input square extending from x, = I to x9  2 and y= 0 to
I as in Figure 1. Its ordinary moments obtained from (6) are listed in Table l. Since m 1 the

moment in1 0 and in0 1 describe the centroid of the function. The central moments ji are also incyuded in
Table 1 computed using (12) where x = m1 0 /m00 1.5 and y mo 1 /mo 0 = 0.5 from (T). Under translation to
coordinates x1 = 4 to x 2 = 5 and Yn =0 to Yl = 1, tie normalized central moments ripq = pq /i 0 0 y where
y = l+(p+q)/2 are found. The resulting ,', moments with i = I are also given in Table I . Comparing these

-d $n moments, we see the invariance of j) to translation of
2 

he input. For rotation of the input as in Figure
3, x = -0.5 and y = +1.5, tile values are shown in Table 1 . I'le same ; vallues again result. A scale
change by a = 2 as in Figure 4 'with x = 3, y = I and 100 = 4) yield i'ennical values aain as shown. For
this example, and with considerable algebraic manipulation, the absolute invar ance of the seven functions :11
is confirmed.

4. Qpt_ical system design and experimental demonstration

The coherent optical system usedi to real ize (6) is shown in Figure 5. The s imp 1 ic itv of the system is one
of its prime features. The input function f(x,y) is placed at P' illuminated with coherent laser ligiht, and
imaged onto a mask g(xy) It P2.'Leaving I2' the light distrIbution is fg . lens . 3 forms tile Fourier trans-
form of the product fg and on-ax I Sat Pwe f ind

U (0,0) = If f(x,y)g(xy)dxdV. (22)

If tile mask at P., is abselt, * = I alnd tile output is in0 .
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3-

2.2

1 2 3 4 5 •1 2 3 4 5 6

Fig. 1. Original Input Fig.2. Translated Input

3 L

2

1 2- 3 -

-1 1 2 3 41

Fig. 
3
. Rotated Input FiR.4. Scaled Input

KtIIICAL CASE STUDY MW

t I Table I

7Il"ORiETICAL. CASE STUDY (SQUARE INPUT)

n (p,q ORICINAL TRANSLATED ROTATIT) SCALED

p Pq pq 0 0 n n

1 00 1 1 0,166 0.166 O.166 0.166

2 10 1.5 0 0 0 0 0

3 01 0.5 0 0 0 0 0

4 20 0.33 0.083 0 0 0 0

5 02 0.33 0.083 0 0 0 0

6 30 3.75 0 0 0 0 0

7 03 0.25 0 0 0 0 0

11 0.75 0 mp,1 = ordinary moments

21 1.66 0
11pq = central moments

1 2 0.5 0
1. = Invariant moments

, (1 (0,0) = ff (x,v)dxdv =T (2a)

When the mask at P2 is ;1 s imple I Inearl y grajded tri-llSMi tl;nlit c I unt ion g = x or p, V, t ie output it PI is
ml or ino1 rCsptCtiVt ly. [I the g = s and v v ia;ks ;Ire sulerp iosed. I, = xv results and the output is

, (,(). ) =ff ,( ,v)x, vii , ,1 " (2 111)

('ont I mitig in tihis manner, we see t hit all thI[e irdinoirv mliet ntl)s I 'If the 2-I) tlu' ti il I(xy) I ' an he g ner-
ated with the appropri;ate masks C (x,v). Ci
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Fig. 5 Hybrid optical/digital system to compute the
absolute normalized invariant moments.

In the system shown in Figure 5, the ordinary moments m are computed by the optical system. The absolute
normalized invariant moments n are then calculated from t~se optically produced outputs in a high dynamic

- range and accurate special-purpose digital post processor.

The mask functions x
p 

yq should be bi-polar. This can be achieved by using a positive amplitude mask with

a X/2 phase retarding plate in one-half of the P2 plane. In our present experiments, the locatiin of the in-
* J put function was restricted to the right half of the input plane so that a unipolar positive mask could bl

used. A computer controlled cathode ray tube with 10 point correction for the nonlinear t-E film character-
istics was used to generate the necessary g=x, g-x

2
, etc. mask patterns needed. These mask patterns were

then photographed from the CRT surface and inserted in P of the system shown in Figure 5. Because tLe fiIr,
masks used did not have perfect transmittance t=l or perfect absorption t=0 where necessary, direct toaputa-

tion of m was not possible, rather modified m" moments were produced. To compare our experimental dati,
the normalzed moments m"00/m" were calculatedP~rom our measured m" values and compared to the theoret-UpU

ically obtained ones. The sim~e square inputs used are shown in Figures 6-9. Cross-sectional scans ti the.
P 3 output obtained with a scanning photometric microscope interfaced to a high dynamic range PM1 and chart re-
corder are shown in Figure 10. The comparative experimental and theoretical data are provided in ahlt, 2•
As seen from Table 2, the comparison between theory and experiment is good. These initial experiments wtvre
thus most promising.

5. Discussion and advanced system considerations

A general analysis of the dynamic range of the first ten ordinary moments m was conducted, fron which
m was seen to decrease for higher orders and to be inversely proportional toP'he input space bandwidth
pVduct (for a fixed input size). For the case of a 25 mm input aperture and a 20 cy/mm input function, th,
worst case m (max)/m (min) dynamic range was found to be 42 dB. This range is easily satislied by cxistinz
photo detectos. TheP orresponding dynamic range of the first seven invariant moments ' was a tar lar ,r

191 dB. The hybrid optical/digital system shown in Figure 5 appears to be the best pract ical syste thit
utilizes the optical system for the low accuracy and dynamic range computations of the i values ad a
special-purpose digital post processor for the high accuracy and dynamic range computatis f th y Ina.u,.

The use of the masks (I+xPy
q

) for the generation of the ordinary moments introduces output bias I., ,'yl
that greatly increase the required photo detector dynamic range and complicate the post proessing, rt'quirltd.
The necessity for bi-polar masked transmittance functions or restricted input function position-t

1 
Iot'itions

is another disadvantage of the present system. Moreso, separate masks are necessarv tor each m t1' h ca -
culated. We have thus considered an alternate system design in which all moments can he *ln.rA[d in ptratlI,.
without the dynamic range, bias level, and positive/negat ive polarity problems assOcidttd with tin prior
system. The concept of this system can be sen by:

(1) replacing x and y in (6) by x exp(1, 0 x) and 1' exp(i. ) respectively, and

(2) use of a Fourier transform rather than integratin: lcns and multiple ouitpt detectors rather
than a single on-axis photo-diode, as in Figure 5.

The resultant output plane and m qutt ttion thIll "t'-ce:

m pq , = : ff x1 ,[ -i p,)x+ .- 0 )JI (;, v):e.pl - j( x+ \.) Idxdv

From (24), we see titat each m is now spatial I1V sep.-tr.tt.d at t, output Fourier trainsform plane locait ,insPt'

G.: , -v) = (p,,-(I -0) (2-

The required mask is cim p l cx. It0wevwr, it can 1i. produced hby tsi two retl maitsks t, = exp(\ tos ,o0) Ind

t= +t'ts(x sit -t0x, x) .Ater single sideband filtering t 1 1n tilting tht' opti I' txis appropit l \
A' i re t '"mplt'X o t)tItt t'M)i(IX Sin (IN) i obta n i atdi i ont: to t ind th, input functio n f (x,y ).
The Four ier tr,titsIoit of th i pattt rrn is thItn fIormed ttd (2'.) r,,sitl ts in "kit' o tttp t p 11 . AlI V 1k Itk's
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y(cs) y(ce)

O. 0.3

O~l 0.1

0.1 0.2 0.3 x distance (cm) 0.1 0.2 0.3 0.4 0.5 X distance (cm)
Fig.f,. Input F18,7. Translated input

y(cu.,

0.5 Y(cu)

.4. 0.4

0.3 0.1

o.2 0.2pp p

0.1 0.2 0.3 0.4 K distance (cm) 0.1 0.2 0.3 0.4 x distance (cm)

Fjl.g. Scaled Input FiS.9. Rotated input
Table 2. Comparison of theoretical and experimental m moment computations.

Pq

NORMAL IZED ORIGINAL TRANSLATED SCALED ROTATED

MOMENT THEORY EXPERIM THEORY EXPERIM THEORY EXPERIM THEORY EXPERIM

2.28 2.27 2.0 1.65 2.16 1.82 2.37 1.71
00 10;

m;;/Mn; 5.03 5.2 4.32 4.64 4.4 5.16 5.62 5

m'/m 5.25 6.7 4.87 5.8 4.7 5.3 5.4 6

m' /n6 11.16 11.7 8.9 9.5 9.8 12.8 11.8 11.8

11.62 12.3 9.7 10.4 10.2 11.8 11.25 12.1

fi~a~j Fig. 10 Cross-sectional sc'ans of the P

outputs in Figure 5 for several

Mi, functions.
Pq
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are generated in parallel and are spatially separated in the output transform plane. The required mask and
its resolution specifications are greatly simplified if only the first ten ordinary moments m are required,

as appears to be the case. pq
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Coherent Optical Pattern Recognition
DAVID CASASENT, FELLOW, IEEE

Abstract-Pattern-recognition systems, techniques, and applications This has led to an increasing repertoire of coherent optical
using coherent optical systems are reviewed. Many optical pattern- pattern-recognition systems and techniques. In this survey
recognition system architectures exist that include time-domain optical
corlelators and the optical joint transform correlator and refinements paper, we provide a vitally needed summary of optical pattern
in the original optical matched spatial filter synthesis processor, recognition over these recent fifteen years, and a consolidated
Advanced optical pattern-recognition systems are also described such summary of the system architectures [ 101 , operations achiev-
as hybrid optical/digital processors and diffraction-pattern sampling able [I lI, and applications 112] -[ 15] of this aspect of the
systems using specially shaped Fourier plane detector arrays. The more general field known as optical computing [14]
optical space-variant pattern-recognition systems described are
examples of the growing repertoire of operations now achievable in Cutrona et at. [161 describe a wealth of optical pattern-

. optical computers, recognition system architectures and their use in signal
processing. When coded signal waveforms are used, signal-

I1. INTRODUCTION processing systems become multichannel I-D versions of the
.N O COmore conventional 2-D pattern-recognition topologies, and weT HE BASIS of coherent optical Fourier transform (FT) thus include advancements in such work in this survey.

theory began with the microscopy image resolution Optical pattern recognition is but one aspect of the larger
work of Abbe [11, the spatial-filtering experiments of field of optical computing [141. Space does not permit

Porter [21, and the phase-contrast microscope of Zernike [31. detailed discussions of all optical techniques related and
However, it was Marechal and Croce 141 in 1953 who provided associated with pattern recognition. Recent advances in non-
the basic analysis of coherent optical systems in terms of coherent optical pattein recognition are discussed elsewhere
spatial-frequency response and thus gave new meaning to the [171. Similarly, image enhancement and restoration tech-
work of Abbe. Significant developments in optical spatial niques [181 and image deblurring methods [191, 1201 in
filtering began with the marriage of communications theory which the output is a corrected image are not discussed.
and optics in the classic work of O'Neill [5] who unified much Rather, preference is given to systems whose output contains
of the earlier research, the final desired pattern-recognition decision and data. We

The objective of the types of pattern-recognition systems to will concentrate on coherent optical-processing systems in
be discussed is to determine the presence (and usually the which the optical system itself performs the actual processing
location) of a key object or signal within an input containing and the pattern recognition of the data, rather than serving
other data (referred to as noise). Depending on the specific only as the data collection vehicle or as an image enhancement
application, the pattern-recognition problem can be classified preprocessor.
as the extraction of a signal buried in noise, character recog- In the type of coherent optical processor considered in this
nition in which one or several members of a given set are paper, the data to be processed is assumed to be an image or
searched for, or the location of one key object in diverse some similar two-dimensional pattern. This input data is
backgrounds. Turin [61 provides an excellent description of entered into the optical processor as a transparency, e.g., a 35-
matched filters for such diverse scenarios. 35-mm slide of the input scene. Such a transparent pattern is

Optical pattern recognition, as one generally views it today, then illuminated with parallel coherent (laser) light of uniform
began with the optical realization of a complex matched amplitude (spatially). This spatially uniform light passes
spatial filter by vander Lugt [7]. This work was based upon through the transparent input medium and emerges spatially
sidelooking radar-processing concepts developed by Cutrona modulated in amplitude proportional to the two-dimensional
et al. [81 and the holography work of Leith and Upatnieks amplitude transmittance pattern recorded on the input
[91 These early successes and developments, plus the com- medium. This process is thus quite analogous to the operation
mercial availability of continuous-wave lasers caused a rapid of a simple slide-projector, but yet demonstrates the two-
maturing in the field of optical data processing, dimensional feature of such proLessors,

Many developments have occurred in the fifteen years since However, because the input illumination used is coherent
the first optical matched filtering paper. The intrigue of pro- laser light, a multitude of operations quite useful in pattern
cesaing data in parallel and in real-time has captured the recognition are obtainable. The fundamental operation per-
imagination and tapped the inventiveness of many researchers, formed in such coherent optical processors is the Fourier

transform (FT) (Section I1). As the input data is a spatial pat-
Manuscript received May 16, 1978; revised October 4, 1978. This tern rather than temporal, we represent it in I-D by f(x) and

work was supported by the Air Force Office of Scientific Research in 2-D by f(x 1,y 1 ). Thus in optics, we speak of a spatial FT,
under Contract AFOSR75-28b1, administered by the Air Force
Systems Commands; the Office of Naval Research under Contract NR- in which distance in the input data plane is directly analogous
366-OO; and the National Science Foundation under Contract to time in the more conventional temporal FT. As we describe
ENG77-2003S; and other agencies for much of the author's work in subsequent sections, the normal linear-systems operations of
included in this survey.

The author is with the Department of Electrical Engineering, Carnegie- correlation and convolution (often used in pattern recogni-
Mellon University, Pittsburgh, PA I5213. tion) can be realized in such optical processors. For now
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P, L Pt

f(Kj~y I) F(u,v)

Fig. I. Schematic of the conventional optical FT system.

we only note that these operations are realizable on two- 2,
dimensional input data and in parallel (i.e., the input light Fig. 2. Example of the optical FI. The inserts show the 1T of the

operates in parallel on all pixels of data present in the input corresponding regions of the input plane P, pattern 1131. The direc-
plane). tion, velocity, and amplitude of the ocean waves can he found from

these FT data.
The ability of an optical processor to operate in parallel on

r 2-D input data and to perform operations such as the FT, units of u and v are cycles per millimeter (analogous to cycles/
r I correlation and convolution, is why such systems have been time or Hertz in the conventional temporal FT).

considered for pattern recognition and other applications. An understanding of the anatomy of an optical FT is vital to
The final feature of such systems that makes them attractive obtain the insight necessary to follow the future operations
alternatives to digital processors is the speed with which these and applications to be discussed. In general, the transmittance
parallel operations can be performed. The coherent laser light of P must be real and positive and thus input data must be
is used only as the optimum carrier upon which to modulate recorded on a bias (the acoustooptical transducers discussed
or impress the input data and as the information bearing in Section III and film-thickness variations, which we ignore,
carrier that flows through the system. The speed with which are exceptions). Thus it the input is a sinewave, its optical
this light carrier moves is roughly I ns/ft (I ns = 10 9 s). Thus FT at P 2 appears as a dc spot on-axis plus t\o symmetrically
for a three-foot optical system, the required processing time located spots of light on each side of dc. The locations ix"2

for parallel 2-D pattern-recognition operations would be 3 ns of these two spots correspond to the input spatial frequency
(excluding input data recording and output data detection u' of the sinewave as in (2). If the input sinewave is recorded
times). It is too premature and early in the development of horizontally (vertically), the FT-planc spots appear along the
optical processors and not the purpose of this paper to expand horizontal u or x 2 axis (vertical v or Y2 axis) at P2 . If the

upon the size, weight, and cost effectiveness of such systems frequency u' of the input sinewave is increased (decreased),
compared to digital or other alternative analog methods. It is the separation of the two off-axis FT-plane spots from the
also not the purpose of this paper to compare optical and origin of P2 increases (decreases). If the input sinewave is
digital pattern-recognition systems. Rather, our emphasis is to recorded at +45' to the input x, aui,. the spots of light

convey the operations achievable and to summarize recent comprising the FT-pattern occur on a line inclined at - 450 to
progress made in optical pattern-recognition research, the x 2 axis of the FT plane.

Thus the location of a spot of light in the optical FT-plane
II. OPTICAL FOURIER TRANSFORM P 2 indicates the presence of a given spatial frequency in the

The basic operation in nearly all coherent optical systems is input data, as well as the orientation of this data in the input

the FT. It is well known [21 1 that if an input transparency plane. The amplitude of each spot of light in P2 indicates the

with amplitude transmittance f(xl,yt), placed in the front- amount of that spatial frequency component present in

focal plane Pi of a spherical lens LI (of focal length fL), is the input data. Low spatial frequencies lie closer to the origin

illuminated with collimated coherent laser light (of wavelength of P2.
A), then the light amplitude distribution in the back-focal A simple example of the information content available in

1, plane P2 of Ll is the complex 2-D FT of f(xi,yt). We repre- the optical FT plane pattern is shown in Fig. 2. This figure
sent the 2-D optical spatial-FT of f(xi ,yi) by F(u, v), where shows an aerial photograph of a portion of the Caribbean with

the optical FT-pattern of various regions of the input shown
in the inserts [131. Close examination of each FT-pattern

F(u, v) -- [ f(x 1 ,yt) exp [j21r(uxj + uyl )I dxI dyt. will show a series of spots of light at different orientations.
IJ l, -The direction of the FT-light pattern indicates the direction of

(I) the ocean currents and the spacing of the spots indicates
the velocity of the ocean currents in the corresponding region

The schematic of this simple optical-FT system is shown in of the input scene.
Fig. 1. We denote space functions by lower case variables Although the classic optical pattern-recognition system one
(e.g., f, g, h) and their FT's by the corresponding upper case envisions is a correlator topology, pattern recognition can
variables (e.g. F, G, H). Distances in the input plane P1 are often be achieved by analysis of the contents of the FT plane
denoted by (xt,yt). The spatial distances (x2, Y2) in the alone. When such a simplified optical system is usable, it
FT plane P2 are related to the spatial frequencies (u, v) present is clearly preferable to the more sophisticated optical corre-
in the input plane Pt data by lators to be described later. The optical FT pattern is usually

U--x2F~fL v~y2/ 1), (2) referred to as the diffraction pattern. We now consider a
we th unt of x and are tyial idiffraction-pattern syste t for pattern recognition that uses a

where the units of x and y are typically millimeter and the unique frequency plane' detector at P2 of Fig. 1.
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A. Pattern Recognition by Diffraction Pattern Sampling A.C TO- SCHIRE' OPIriC SLIT

CILL FILTER

Advances in integrated circuit and detector technology as _- _._. .... r I "0 _--f- ,To
algorithms have benefitted optical pattern recognition just IJ .'-O

as they have advanced the sophistication of digital pattern
recognition. The diffraction-pattern sampling system to be
discussed is the simplest and most hardened hybrid optical/ , L1  'z L,, lt La 'a
digital system. It is commercially available from Recognition Fig. 3. Schematic of a real-time spatial integrating I-D optical correlator.

Systems, Inc. The key opto-electronic element in this system
is a special Fourier plane detector consisting of thirty-two measured, feature extraction is achieved by a step-wise dis-
wedge-shaped and thirty-two ring-shaped detector elements in criminant analysis, and a correct classification of over 86 per-
the two semicircular halves of a one-inch diameter silicon cent of the X-rays examined was achieved using the data
detector [221. (Many other Fourier plane detectors exist, from only two to five ring detectors. Detection of muscular
and digital-computer systems to model this wedge/ring detec- dystrophy, the screening of cervical cytologic samples for
tor (WRD) have been described [231. We restrict discussion malignancy, a flow cell analysis system, measurement of line-
to this FT plane sampling system as representative of such widths in photomasks, the inspection of griege goods, the

* pattern-recognition processors.) The outputs from all sixty- determination of the printability of paper and the analysis of
four elements in this WRD are available in parallel and can be handwriting are among other more well-known laboratory and
multiplexed, electronically preprocessed, and fed to a digital factory applications of this WRD-system 22].

computer for final analysis. The WRD-system is best suited for more general pattern-
The detector is placed in the FT plane P 2 of the optical analysis applications. The recognition of specific image fea-

system of Fig. I. The outputs of the ring-shaped detector tures generally requires the use of more sophisticated pattern-
elements provide the analyst with information on the spatial recognition methods. This is due to the loss of resolution
frequencies present in the input data, on the amount of each and the phase portion of the FT that occurs when only the
spatial frequency present, and thus a measure of the informa- diffraction pattern is sampled. Hereafter, we discuss only
tion content of the input data. The outputs of the wedge optical pattern-recognition systems that achieve correlation
detector elements provide data on the orientation of the and matched spatial filtering. These systems are more power-
information in the input plane. ful, but are more complex and less extensively available

When the WRD is used in a pattern-recognition application, commercially.
the outputs of only selected wedge or ring detector elements
are used, thus resulting in a large reduction in data analysis. Ill. TIME-DOMAIN OPTICAL PATTERN RECOGNITION
However, to determine which WRD outputs are to be used and Correlation is still the basic optical pattern-recognition
how sums or differences of selected detector outputs are to be operation. In i-D, we describe the correlation of two time
weighted, a test set of inputs is used. All WRD outputs are functions or signals by
collected for all of these test inputs. Statistical tests are thenapplied to determine if these data are separable and if recogni- (

tion algorithms can be developed. Nonparametric pattern- p() =EJ g(t) h(t + r) dt =g @ h (3)
recognition methods are then developed for these data. Once
the recognition routine has been determined analysis of future where g is the input function, h is the reference function, and
inputs is automatic and rapid. r is the shift parameter. To realize the parallel processing

This type of optical pattern recognition is useful in applica- advantages of an optical processor in real time, transducers
tions requiring coarse sorting and the analysis of large amounts capable of introducing the input data into the system in real
of data. When such a method is appropriate, a system using time are needed. The most available and proven real-time
WRD data is faster and cheaper than an optical correlator optical transducers are acoustooptic cells 1271. In these
because it requires the analysis of far less data than that con- devices, the input signal is fed to a transducer on the acousto-
tained in the entire input (usually only five or fewer ring optic cell and a sound wave proportional to the input signal
measurements are needed in the final system). If all points travels along the cell. Korpel, Minkoff, King, and Lambert
in the input plane pattern are needed to sort the data, matched et al. pioneered much of the research and applications of these
spatial filtering or other correlation pattern-recognition devices, especially in radar processing 1281-1311. These
methods are required. However, if the resolution of the input systems usually realize the correlation operation in the time
data is finer than what is needed and if the input pattern is domain and thus we discuss them separately here. These
large and generally uninteresting except for certain smaller key acoustooptic cells are I -D transducers and thus the resultant
regions, then diffraction pattern sampling using the WRD at correlators are only I-D and hence are generally restricted to
P 2 of Fig. I is an appropriate pattern-recognition technique. signal pattern-recognition applications. Because of the large

Many uses of the WRD diffraction pattern-sampling system center frequencies (up to I GHz) and bandwidths (up to
have been demonstrated 1221. These include: distinguishing 500 MHz) of available acoustooptic cells, such systems are of
urban from nonurban imagery 124) (by the higher spatial direct use in radar signal pattern recognition. Many of these
frequency data present in urban imagery at higher rings); concepts originated elsewhere and are reviewed in 1321.
distinguishing various physiographic regions of an image 1251; The schematic of a spatial integrating I-D correlator is
and analysis of X-ray images to determine the presence of shown in Fig. 3. The operation of these systems is straight-
black lung disease 126]. In this last case, textural image data forward. The coded reference signal h(t) is stored at Pib as
is used. Sixty-two features of each of six lung zones are I + h(x1). The real-time received input signal g(t) is applied to
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ACOUSTO- sCtLIEREN MOT incident on the output detector array is now
OPTIC SLIT OGTICTONi C(LL CLTER AliRAy

CIL LE £IA X 13 ~) = lBI + 0 )1ILB 2 + h(X +vUS01. (8)
In this topology, integration of the product in (8) is per-[ t 11formed on the output detector array and the dc bias terms are

Uremoved by ac coupling. Once again the desired correlati )n of
. Le  P L., P2 L , g and h results. In this system, the correlation is performed in

time and displayed in space. We thus refer to this as a time-
Fig. 4. Schematic of a time integrating real-time I-D optical correlator. integrating correlator.

Extensions of these I-D systems to multichannel correlators
and the use of heterodyne detection to yield complex correla-

the transducer at Pta. As this signal moves through the input tions are among the many extensions possible in these time-
. P1 a aperture, it causes a spatial variation in the index of refrac- domain pattern-recognition systems 1321. The interaction of

tion of the cell. This results in a signal in Pla that varies in bulk laser light and surface acoustic waves represents another
space (distance xt along the cell) and time t. We thus repre- viable I-D optical signal processing approach that promises
sent this signal as g(xI + vst), where v. is the velocity of the smatl size systems of high bandwidth 135]
sound wave which moves vertically in the x, direction in
Fig. 3. The wavefront leaving Pl. is phase-modulated by IV. FREQUENCY-DOMAIN OPTICAL
g(xI + vst) and is described by PATTERN RECOGNITION

t(xI, t) = ao exp (jot) exp [jbg(xl + vst)] (4) The architecture of the correlators described in Section 11I
was determined by the real-time acoustooptic input transducer

where b is a constant and ao exp (jwjt) describes the plane- used in which the signal moved through the input plane.
wave input of uniform amplitude ao traveling in time. The Although permitting processing of high-bandwidth input
Li, and LIb imaging system and slit filter convert the phase data, the space or time bandwidth product of acoustooptic
modulation in (4) to amplitude modulation by passing only cells is limited to 2000 and the time apertures are typically
the first-order term in the transform of (4). The filtered image limited to 10 /s. In addition, these systems are basically I-D
of t, incident on P1b is then correlators and more conducive for signal rather than image

pattern recognition. Optical systems with a fixed rather than
t'1(x1 , t) = jbaog(xl + vst) exp (jot) (5) moving input data frame and systems that achieve correlation

and the light distribution transmitted through P1b is t4 II + by multiplication in the frequency domain rather than the

h(x 1 )]. time domain or space domain are more customarily used in

Lens L 2 produces the FT of this product of two filtered image and 2-D pattern recognition.

signals at P3 , where the FT is evaluated only on-axis by a The basic equations from linear-system theory that describe

single photodetector at u = 0. L 2 thus effectively integrates such correlators are:

t [1 + h(x 1 )] over a spatial distance vsT where T is the time p(x,y) =g(Q, 77) ® h(Q, 1) = correlation
aperture or time window of the input acoustooptic cell. The
time history of the output of the photodiode at P3 is thus
(omitting terms with signal functions with no Fourier compo- = ff g(Q, j) h*(x + t,y + 71) dt dl
nents with periods of the order of vsT or larger).

ou 2 = I[G(u, v) H*(u, v)1 (9)

u 3 (t)= g(x + v.t) h(x) dx r(x, y) = g(, 11) * h(Q, t7) = convolution

or the magnitude squared of the desired correlation of the = g, 71) h(x - ty -t) dd

input and reference signals. Since this correlation is performed fd

in space and displayed in time, the name spatial-integrating F-[G(, v) H(u, v)].(10)

conelator is used. With the correlation shift r between the (1u)

two functions obtained by the movement of g(t) through the We represent the inverse FT by :f- and the forward FT by !.
acoustooptic cell, this and similar systems using moving- Optically these two operations are essentially equivalent if the
window transducers are time-domain correlators. output coordinate axes are properly defined. From the last

A time-integrating version of this correlator (331 is shown formulations in (9) and (10), we see that the convolution of
in Fig. 4. This topology is similar to a noncoherent processor two functions can be produced by forming the FT of the
described earlier by Bromley [17] and later extended by product of the FT's of the two functions. When the conjugate
Goodman 1341 for use with a linear input LED array for transform of the reference function is used (a superscript *

matrix-vector multiplication applications. In this system, denotes complex conjugate), the correlation results. Several
the time-output intensity from an LED is modulated by the 2-D optical correlator architectures are now described and
input signal g(t) and the input light is now examples of the outputs of such systems are presented.

11(t) = BI + g(t) (7) A. Frequency Plane Correlator

where BI is the input bias level. The reference signal is added The optical system of Fig. 5 directly implements (9). With
to a bias B2 and used to amplitude modulate the center carrier g(x1 , .v1 ) placed at Pl, the light distribution incident on P2 is
frequency of an acoustooptic cell. The light distribution (;(u, ). With the transmittance of P2 described by H*(u, v),

Allt
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L, Pi L, L the remaining portions of the full input. The transform of

(11) incident on P2 is

G(u,v)=F+ L Hexp [-j21r(uxn +vy n )]. (12)

Hah The transmittance of P 2 is H* and thus the light distribution

Fig. 5. Schematic of a frequency plane correlator (FPC) with a matched leaving P2 is

spatial filter (MSF) of the reference function recorded at P2  
6

U2 (u, v) = GH* =FH* + HH* exp 1-j21r(ux n + vyn)

Tit DEVELOPENT Of RADAR RING OD n=l

AIRI 6i OU' RADAR FROM A L480PATORY

CONCEPT TO A MATURE DISCIPLIhE IN JUST (13)
A FEW SNORT YEARS. SINCE 1945 RADAR
TEOMLOGY WAS B1ECOME $0 SOPHISTICATED

nTE TME SASIC RCTANOLAR PULSE RAW Lens L 2 forms the FT of U2 and at P3 we obtain
SIAL IS NO LONGER SUFFICIDIT IN THE

DESIGN OF WY NEW RADAR SYSTEMS.
E CEOL ADARSIAL MUs STE U3(X,y) =Y U21 

= J GH*]
TAILORED TO SEeCIFIC REQJIREIMENTS.

(a) =f@hII+ t h @h *(x - x,, y-y n )

~n-1

I n~ b(x - Xn,Y - Yn) (14)

In the last expression in (! 4), the autocorrelation h @ h of h
was assumed to be a delta tunction of normalized unit ampli-

tude (i.e. h e h = 1) and the key object and the other regions
of the input are assumed to be uncorrelated (i.e., f ®h = 0).
The resultant correlation of g and h thus reduces to six delta

(b) functions at locations (xn, yn) corresponding to the six loca-

Fig. 6. Representative example of optical pattern recognition using the tions of h in g.
system of Fig. 5. (a) Input plane P, pattern. (b) Output correlation The correlator of Fig. 5 is the classic matched spatial filter
plane P. pattern with a matched spatial filter of the word "RADAR"
recorded at P2 of Fig. 5. The location of the correlation peaks cor- (MSF) system devised by Vander Lugt 17] in 1964. The H*
respond to the locations of the word "RADAR" in the input para- pattern recorded at P2 is an MSF. We refer to this as a fre-
graph of text 1361. quency plane correlator (FPC) since the desired correlation is

achieved by multiplying the FT's of g and h. One of Vander
the light distribution leaving P2 is G(u, v) H*(u, v). Lens L 2  Lugt's major contributions was the description of how a filter

forms the FT of this product G(u, v) H*(u, v) of two trans- function with complex transmittance H* could be recorded
forms as described by (9). Thus the desired correlation of on an intensity-sensitive medium at P2 . The scheme used is
g and h results at P 3 of Fig. 5. The display of an optical- similar to the holographic-synthesis procedure originated by

correlation plane differs significantly from a digital correlation Gabor 1371, and developed by Leith and Upatnieks 191 for
with the coordinates of P3 being the (x, y) shift parameters of 3-D imaging applications.

the correlation. The optical-correlation pattern in P3 consists
of peaks of light. The presence of a peak of light in P 3  B. Matched Spatial Filter

indicates the presence of h in g, the location of the peak of The MSF synthesis procedure as described by Vander Lugt
light denotes the location of h in g, and the amplitude of the assumed g to be the signal-plus-noise and the application
peak denotes the degree to which h and the associated region directly envisioned was the recovery of a signal h buried in

of the input g agree. This coding of the locations and ampli- noise. In our pattern-recognition application, those portions
tudes of the peaks of light at P 3 in an optical-output Ljrrela- of the input that do not agree with the signal or reference
tion plane are best shown by example. In Fig. 6 we show the function It are effectively the noise or the function f in (I I).

input plane pattern (a paragraph of text = g) and the resultant To record H* at P 2 , the function h is placed at PI and the

output correlation plane pattern (with H* being the conjugate interference of its transform H (formed by LI at P 2 ) and a

transform of the word "RADAR"). The reader can convince plane wave reference beam UR = exp (j21rtx 2 ) of unit ampli-

himself that the locations of the peaks of light in Fig. 6(b) tude is recorded at P2 , where a = (sin 0)/X is the spatial fre-

correspond to the locations of the word "RADAR" in the quency due to the off-axis angle 0 between the reference and

input paragraph of text. signal beams. The pattern recorded at P2 and the subsequent

We can describe the example of Fig. 6 mathematically with transmittance of P2 is
increased insight into the process that occurs. To achieve ( ,Y2) = 1H + UR 2 = I + 11112
such a formulation, we describe the input by

+Ifexp (j2rcrx 2 )+H*exp (-j2srax 2 ). (I5)

g(x,y) =f(x,y) + t h(x - Xn, y - Yn) (II) The last term in (15) is proportional to the desired transmit-
n-l tance H* of P2 . To see how the effects of this term are

where h represents the word "RADAR," (xn, Yn) denote the separated from the other three terms in (15), we consider the

six locations of this word in the full input g, and f describes correlation process itself in detail.
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During correlation, g is placed at P, and the full transmit- PI L 2 BEAM t2  3

tance of P2 is t2 given by (15). The light distribution leaving 91..

P 2 is Gt 2 and L 2 of focal length fL2 forms the FT of this
product at P 3 , where we find WRITE 2b 4'b

u 3 (x 3 ,Y 3 ) = lGt 2] =g at x 3 =7 3 =0 iO I*O
+h&h *gatx 3 =y 3 

= 0 LIGHT

+g *h atx3 =tXfL2 ,Y3 =0
) Fig. 7. Schematic of a joint transform correlator (JTC) for optical+ atX3=-aXfL2 ,Y 3 =O0 (16 pattern recognition.

From (16), we see that the desired correlation g @ h can be
separated from the other three terms in the output plane D. Real-Time Optical Pattern Recognition

pattern by proper choice of the reference to signal-beam angle Since the advantages of optical pattern recognition include
S,0. The region of the correlation plane shown in Fig. 6 is the real-time and parallel processing, reusable and real-time 2-D

portion centered at x 3 = -oaXfL 2 ,Y 3 = 0. electrooptical transducers are necessary at the input plane P1 ,
The FPC optical pattern-recognition system of Fig. 5 is and often at the transform plane P2 in the systems of Figs. 5

useful when a single fixed reference function is to be located, and 7, if real-time operation is to be realized. The devices
In many applications (i.e., character recognition), multiple used for these purposes are known as spatial light modulators
and composite MSF's are useful to allow a parallel pattern- (SLM) [45], [461. The architecture of the optical pattern-
recognition search to be performed. Several multiple MSF recognition system of Fig. 7 assumed an optically addressed
approaches are summarized in [381. Much of the work in and reflex-mode readout SLM at P 2 with different write and
this area relates to optical data storage [39]. Optical pattern- read wavelengths. Most optically sensitive SLM's operate in
recognition techniques have been applied to a multitude of this manner.
applications including diatom (water pollution particle) [40], The example shown in Fig. 6 was performed in real-time on
text [41], aerial imagery [42], and key-object [43] recogni- the FPC system of Fig. 5 using an electron-beam addressed
tion. Single, multiple, and averaged MSF's have been used in electrooptic crystal input plane P transducer. The input
[40] and [43] to reduce the number of required filters and paragraph of text was scanned onto a special target crystal

* to enchance the capacity of the recognition system. by a current-modulated electron gun, quite similar to the
operation of a television. A collimated laser beam was then

C. Joint Transform Correlator passed through this crystal and emerged spatially modulated

An alternate optical pattern-recognition topology [44] is with the input data. The electrooptic effect [471 is used
shown in Fig. 7. In this architecture, the two functions to be in this and similar devices to modulate an input light wave
correlated (g and h, assumed to be of spatial extent b) are proportional to the spatially varying voltage or charge pattern
placed side by side at Pt with a center-to-center separation 2b. across the crystalline material [45], [46].
The transmittance of P (in l-D, for simplicity only) is Another real-time optical pattern-recognition application

nearing completion at General Motors [48] is shown in Fig. 8.
u(xl)=g(xl - b)+h(xt +b). (17) The application involved the recognition and location of the

position of a 3-D object (a relay for the example shown in
Lens L, forms the FT of (17) or a joint transform pattern Fig. 8) on an assembly line. The output of this optical pattern-
that is recorded at P2 . The subsequent transmittance of P2 is recognition system is to be interfaced to a robot as part of an

t2(u) = I G exp (-12rub) + H exp (+]21rub)12  automated assembly line. In operation, a diffusely illuminated
image of the assembly line is continuously focused onto the

= IG12 + 1H12 + GH* exp (-j41rub) + G*H exp (+j41tub). photoconductor side of an SLM at P, of Fig. 5. The image on
the liquid-crystal input transducer used is read out continu-

(18) ously in reflection in coherent laser light. Since the decay

P2 is now illuminated with a plane wave of read-light (shown time of the liquid-crystal SLM is only 20 ms. the liquid-crystal

incident on P2 in reflection in Fig. 7). input transducer serves as a noncoherent-to-coherent input

With P2 in the front focal plane of L 2 , the pattern at P, image converter for the FPC system of Fig. 5. Several
P. is the FT of (18) or images of the input object (a relay) on the assembly line are

shown in Fig. 8(b). An MSF of the key object to be searched
U3(X 3 ) =g @ g at x, = 0 for (the relay) is stored on film at P2 of Fig. 5. The peak in

the output correlation plane P3 pattern and its cross sectional
scan are shown in Fig. 8(a) for several locations of the input

+g 0 h at x 3  +2b relay on the moving assembly line in real time.

+ h ® g at x 3 = -2b. (19) To change the key object to be searched for, only the film
at P2 need be changed. A modified scan and prism system is

Proper choice of the separation 2b between the inputs in presently under consideration at General Motors to enable
Fig. 7 enables the desired g 0 h term in the output pattern recognition of a key object to be maintained in the presence
of (19) to be separated from the other terms. This is similar of expected rotational and scale differences between the input
to how the choice of 0 in the FPC system of Fig. 5 enabled and reference (or MSF) imagery. In Sections V and VI, we
the desired correlation term to be separated from other terms consider alternate methods by which such distortion invari-
in that output plane. This is referred to as a joint transform ance and increased optical pattern-recognition flexibility can
correlator (JTC) [441. be realized.
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Fig. 8. (a) Example of a real-time optical pattern recognition 1481. (b) LENS

Output correlation peak and its cross sectional scan for various loca-
tions of the input object (a relay) in the input field of view.

An alternate real-time 2-D optical pattern-recognition system I L
[49] intended for signal-processing applications, specifically (b)

the generation of the ambiguity function (range versus Dopp- Fig. 9. Schematic of a 2-D real-time optical signal processor. (a) Pulse
ler) for any coded input waveform, is shown in block diagram compression section. (b) Doppler processing section 1491.
form in Fig. 9. This topology combines the high bandwidth
features of the acoustooptic correlators described in Section correlations, corresponding to the returns due to sequential
III with the 2-D nature of an optical processor. In signal transmitted pulses, are recorded on separate horizontal lines,
correlations, coded waveforms are generally employed and the they will align vertically for a target at a given range.
target's range and Doppler vary. The desired target data (its To obtain Doppler data on the target, one must integrate
range and Doppler) is best conveyed by an ambiguity surface across these N correlations. To achieve this, the output from
(501 with range r and Doppler U axes. This output can be the photodetector is fed to a second acoustooptic cell (Fig.
realized in a multichannel correlator in which different 9(b). A laser is pulsed on in synchronization with the PRF of
Doppler shifted versions of the reference signal are recorded the code and passed through a I -D deflector. In the resultant
on different lines. Each of these signals is then correlated pattern recorded on the second liquid crystal, each of the N
with the received signal in I-D. The resultant 2-D plot (cor- correlations from the pulse compression section are recorded
relation or range r horizontal and Doppler vertical) is an on N separate lines. The vertical scanning system for this 2-D
ambiguity function, widely used in radar. This basic signal pattern is synchronized to the PRF of the transmitted wave-
pattern-recognition problem thus deserves note in this paper. form. This second liquid crystal is then read from the right
Many methods exist by which this operation can be realized, side and the I -D vertical FT of the pattern on this liquid
One of the more promising and dtveloped ones is shown crystal yields the desired range/Doppler ambiguity function.
schematically in Fig. 9 and is described below. This system is scheduled for completion and delivery in late

In the pulse compression section (Fig. 9(a)), the coded radar 1978.
waveform to be used is generated by computer or other
methods and displayed on a CRT from which it is continu-
ously imaged onto a liquid crystal. The received input radar As implied in Section IV, practical pattern-recognition sys-
signal is fed to an acoustooptic input transducer. This received tems of any kind must be able to operate even with various dis-
input signal is continuously imaged onto the reference signal tortions (scale, rotation, aspect, etc.) present between the input
(on the liquid crystal) in reflection, the product integrated and reference functions. Such flexibilitv is achieved in digital
and heterodyne detected by a photodiode, whose time-history pattern recognition by sophisticated software algorithms.
output is the correlation of the transmitted coded radar signal Recent programs intended to increase the flexibility of optical
and the reflected signal received from various targets for pattern-recognition systems are addressing such practical
various transmitted pulses in the pulse burst. If this process problems with encouraging results. One approach toward this
is continued for N pulses in a pulse burst waveform,N output goal involves control of the MSF synthesis process (421. To
correlations appear in time from the photodiode. These out- describe this method, we rewrite (15) as
puts are separated in time by one pulse period and correspond t2(x2,Y2) = 

I + I/K + (2/vr) cos (20)
to the returns from targets at a specific range, with each of c
the N-returns modulated by the target's Doppler. If these where K =A 2/1H12 is the ratio of the intensities of the refer-
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ence and signal beams anti where =21rax 2 + Arg (H)
describes the recorded MSF as a fringe pattern at spatial fre-
quency ca with the phase of H encoded as a phase modulation
on this carrier frequency a.

At this point, it is necessary to discuss one feature of all
MSF optical pattern-recognition systems. We refer to the
limited dynamic range of the P 2 recording material. The
optical FT of an image contains a large dc term (that con- B
tains no information useful in distinguishing objects) and
higher frequency components of far lower intensity (that
contain the data needed to distinguish or discriminate one
object from another similar one). The bias on the MSF
material is properly adjusted so that this dc term saturates the
MSF material, whereas high modulation is given to the lower
intensity and higher spatial frequency data. Thus in practice,
an optical FPC system correlates the ac rather than the dc
portions of imagery.

Referring to (20), we see that since H varies spatially (with
x 2 and u) so does K and hence, so does the modulation of the (a)
fringe pattern. Recently [421 use has been made of this fact

to choose the spatial frequency f* at which K = I (corre-
sponding to full modulation). This effectively weights specific 1B
spatial frequencies in the MSF. The use of this adjunct to
optical pattern recognition is best shown by example. The
image of Fig. 10(a), characterized by regions A, B, and C that ,

are respectively predominantly rural, urban and structured , o /
was used as the test image. An MSF of the full image was
made with K = 2 at various spatial frequencies f* and corre-
lated with the three indicated isolated regions of Fig. 10(a).
In Fig. 10(b) we show the variation of the peak intensity
Ip of these correlations with the f* band in which K = 1 '5, 2 5 3, 4'8
during MSF synthesis. The correlation for the urban input CCLES'MM
(curve B) clearly peaks at a larger f* setting than for the (b)
rural input (curve A), with the correlation for the structured

image region (curve C) peaking at an intermediate f* setting.
From this example, we clearly see that control of K and f* can 30-
greatly effect the resultant correlation. The WRD detector 25-
(Section II-A) was used to facilitate rapid evaluation of the 2BAND
effects of f* and K settings on the output correlation [42 1. ( 20 BANO C

This same technique, which we refer to as weighted MSF
synthesis, is also useful in controlling the effect of various 15

expected image-degradations on lp and signal-to-noise ratio 10

(SNR) of the output correlation [42). Many different BAN H
expected degradations can occur between the input and
reference image. In Fig. 10(c) we consider rotational misalign- 0o o'2 0 4 06 068 010 012

ments between the key object as it appears in the input and OIOEGREESI

reference scenes and the effect that selection of the proper (c)
f* band can have on the SNR of the output correlation. As Fig. 10. Optical pattern recognition by weighted MSF control 1421.
shown, setting K = I at a large f* (band H) results in a larger (a) Input scene. (b) I versus f0 for input regions A, B, C. (c) SNR
SNR than lower f* choices. However, as the angle 0 of rota- versus 0 for various! fbands.

tional misalignment between the input and reference image
increases, the SNR of the correlation with the MSF formed Many types of image differences have been examined [511
with K = 2 in band H rapidly decreases. Conversely, a lower such as scenes of the same area taken years apart, in different
f* choice (band B) results in a lower initial SNR, but a far seasons, from different aspect angles, and radar images taken
lower SNR loss with 0 variations, from different headings or from different sensors, etc. The

Thus when image degradations are present, lower f* settings magnitude of the I4 and SNR correlation loss for each of these
are preferable. The reason is simply that when emphasizing degradation sources were found. For the imagery analyzed,
high-input spatial frequencies (by high f* settings), these are textural-image differences (snow cover in winter scenes and
the first components lost when degradations occur between new structure in imagery taken years apart) were found to
the input and reference imagery. By emphasizing lower input have less of a degrading effect on the correlation than geo-
spatial frequency components (by lower f* settings) and metrical image distortions (due to heading or aspect differ-
sacrificing some initial SNR and l,, (Fig. 10(c)), we find the ences). Weighted MSF synthesis control was found to be
resultant correlation preferable when differences or degrada- helpful in reducing the correlation loss due to geometrical-
tions are expected between the input and reference images. image differences if the spectrum of the imagery was broad
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intensity variations and of somewhat unique shapes. This
portion of the image can be viewed as a set of N key objects
(where N is somewhat small), whereas the remaining portion
of the image contains little information content. By the
proper choice of the spatial frequency f*, we have successfully
correlated all four images in this and similar image sets using
only one MSF formed from one of the images. Similar multi-
spectral correlations on various other image sets (including a
completely contrast-reversed image pair) have been achieved

by this method [55].

VI. SPACE-VARIANT PATTERN RECOGNITION

As noted in Sections IV and V, geometrical differences be-
tween the input and reference imagery severely degrade correla-

Fig. I I. Multisensor imagery exhibiting intensity disparity 15 5 I. tions. Scale and rotation are the most common geometrical dif-
ferences. These can be accommodated by use of multiple MSF's

ai ru saat P2 of Fig. 5. However, this approach requires that multiple
and if the image degradation could be classified by a narrow- utput correlation planes be scanned and always results in aband distortion function. Aspect differences satisfy these considerably reduced output light intensity. In another ap-
criteria, whereas slant range error and radar shadow effects in proach to producing a scale-invariant optical correlator, the
the SLAR imagery examined (opposite headings and low input plane P1 in Fig. S is placed behind L,. A scaling cor-
depression angles) were of such a broad-band nature that relator results in which a scale search of the input function
extensive compensation for correlation loss was not possible, can be performed by varying the distance from P to P2 .

Another expected source of image differences arises when Rotational differences in the orientation of the MSF can also
images taken from different sensors are correlated [521. In a be accommodated by rotating P, or P2. In both of these
missile guidance application, the stored reference image is latter schemes, the time required to manually search scale
usually assumed to be a high-quality aerial image and the input and rotational differences is not compatible with the real-time
image a real-time radar map. In such cases, intensity differ- processing advantages of an optical pattern-recognition system.
ences occur in various image regions between the two scenes. In this section, we consider a real-time optical processing ap-
The intensity of a given object depends on the nature of the proach to the problem of geometrical differences in pattern
object, the illuminating wavelength, and so many other recognition. The resultant optical processor will be a spacefactors that one cannot predict in advance how a given scene variant rather than a space-invariant system.
will appear in a radar image without a priori knowledge of One of the major limitations in the realization of a practical
the content of the various regions of the scene. We refer recognition system has been the space invariance of an optical
to this aspect of multisensor image processing as intensity processor. This feature allows these systems to be described
disparity image pattern recognition. Similar intensity differ- by the convolution integral in (10). With reference to Fig. 5,
ences arise between imagery taken from the same sensor at the input function is g, the system's impulse response is h
different times. (the transform of the system's transfer function H recorded at

One of the classic approaches to intensity disparity is to P2 ), and the content of the output plane P3 pattern is the con-
differentiate both images [531. The premise here is that only volution of g and h. Considerable research, presently in prog-
the edges of the regions in such scenes are the features that are
common between such imagery. However, this is a purely tess, is concerned with producing various types of space-variant
statistical contribution to the correlation. This contribution optical systems (whose impulse response varies spatially withdecreases as we increase the number N of uniquely shaped input position). One program in this area directly related to
dreons in te i eae the nomber iNten ity nshpee pattern recognition involves the use of coordinate transforma-
regions in the image with random intensity variations. There tion preprocessing [561 as initially described by Huang [57]are also various types of image differentiation [541. If we and Sawchuck [58). Wedescribetwoexamples of such optical
consider an MSF in which K is set to I (optimum modulation) systems in detail below.
at a high spatial frequency f* (thus emphasizing the high We consider first a space-vanant optical pattern-recognition
spatial frequency portion of the input image), we are effec- system whose output correlation is invariant to scale differ-

tively performing one type of image differentiation. A plot of ences between the input and reference functions. By applying
the transmittance of such an MSF shows that it represents a a logarithmic transformation to the input and reference func-
high-pass filtered transfer function with a 6-dB cutoff at the tions, we obtain (in I-D for simplicity) g'= g(exp x) and h' =
f* spatial frequency at which K was set to unity during MSF h(exp x). The FT of these functions yields G' and H' (or H"*).
synthesis. It has been shown [561 that the FT of g' is the Mellin trans-

Thus, in performing the correlation g @ h using an MSF, the form 159] of g. Of particular interest is the case when h(x) =
reference scene h can be modified to be a high-pass filtered g(ax) (i.e., g and h differ by a scale factor a). In this case the
version h' by the action of the MSF (and so is g). The corre- Mellin transforms Mg and Mh of g and h are related by
lation g'S h' of the input and a high-pass filtered reference
function is thus performed. By varying f*, we can control Mg(u) = Mh(u) exp (-j21u In a) exp (-/2ax2 ). (21)
the degree of image differentiation used and arrive at the
optimum combination of statistical and dete- ministic (edge- This follows from the definitions of M5 and Mh as the FT's of
enhanced) pattern recognition. An example of one set of g' and h'. The final exponential factor in (21) is due to the
multisensor imagery is shown in Fig. 11. The left portion of spatial carrier a on which Mh is recorded (as in the MSF syn-
the image exhibits several fields of various degrees of random thesis and correlation operation described in Section IV).
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When realized using the FPC system of Fig. 5,g' is placed at
Pt and M is recorded at P2 of Fig. 5. The light incident on
P 2 is M. (the FT of g') and the light distribution leaving P2 is
MgMZ. Lens L 2 in Fig. 5 forms the FT of MgMh at P3 where
we find Top

U3 = Y[MgMh ] = Y[MhM h exp[-i21r(u Ina +cix2)]

=h@ h * S(xs - lna*XfL). (22)

From (22), we see that the resultant correlation is displaced

from its normal location x 3 = ctXfL by an amount proportional
to the natural logarithm of the unknown scale factor "a" be-
tween the two functions. Thus from the location of the cor-
relation peak we can determine "a." Of more importance is
the fact that the output correlation is identical to the auto- C

correlation h () h, just as if g -= h with no scale difference A
' present.

We now consider a space-variant optical pattern-recognition
system that is invariant to rotational differences between the a 0" b '" 40 I80*

Bottominput and reference images. The same coordinate preprocess- Fig. 12. Rotation-invariant optical pattern recognition. (Top) input.
ing approach is again used. The two functions are h and g (a (Center) output correlation plane. (Bottom) cross-sectional scan of
rotated version of h with rotational angle 00). We first convert the correlation peak.
both h(x, y) and g(x, y) to new functions h'(Q, t?) and g'(Q, rl)
by the coordinate transformations t = tan - t (y/x) and 'Q= An example of this rotation invariance is shown in Fig. 12.
v +-y2 (i.e., a polar transform). This transformation now The reference image chosen was an airplane, an MSF of the
converts a rotation by 0 0 into a shift. The I-D conjugate trans- polar transformed version of the airplane was recorded at P2
form H'* of the coordinate transformed undistorted function of Fig. 5. As the input was rotated (Fig. 12, top), its polar
h' is formed and stored at P2 of Fig. 5. transform was formed and recorded at PI . The resultant out-

Withg' recorded at P of Fig. 5, the light distribution leaving put correlation plane pattern (Fig. 12, center) and its cross
P 2 is G'H'*. To best understand how the rotational invariance sectional scan (Fig. 12, bottom) show the predicted results.
is achieved, we separate the original function g into two parts The location of the output correlation peak changes propor-
gt and g 2 (where in polar-coordinates, g' occupies the 0 to tional to the rotational misorientation between the input and
-00 portion of 0 space and g2 occupies the remaining 0 to reference and the output correlation peak remains essentially
21r - 00 region). The portions G, and G2 of the FT's of the invariant to the input rotational differences.
coordinate-transformed polar functions g'(Q, t?) =g'(0, r) are The log coordinate transformation required in the Metlin
related to the FT's G, and G2 of the corresponding portions transform correlator can easily be realized by use of log mod-
gt and g 2 of the original g(x, y) image by ules in the deflection system of the input plane SLM. The

polar transforms in Fig. 12 were realized in real time using a
G' = G, + G; = G, exp(-1w90 0 ) +G 2 exp [-iwo(27r - 90)] specially modified camera. Extensions of these optical space-

(23) variant pattern-recognition methods and the formulation of a
system invariant to multiple distortions are described in detail

where w0e denotes the Fourier plane spatial frequency variable elsewhere 1601.
associated with the polar-angle variable 0 = .

The light leaving F2 is now G'H'* and its FT formed at P3 of Vii. HYBRID OPTICAL/DIGITAL CORRELATORS
Fig. 5 by L 2 is The final embodiment of any optical processor will be a

U3 = YIG'H'* = g * h + g2 * h hybrid system [361 in which the best features of optical and
digital processing are properly married. The architecture of

= hi @ h * 8(0 - 00) + h 2 0 h one such hybrid system that has been assembled [611 is shown
8(0 + 2r - 00). (24) in Fig. 13. The upper portion of this schematic shows the

FPC system of Fig. 5 with real-time SLM's at the input and
From (24), we see that the output correlation is now divided filter planes. Digital control of the content of these SLM's
into two correlation peaks separated in distance by 2n in P3  and control of the system's WRITE, READ, and ERASE cycle

space. The sum of these two correlation peaks is are implied in the flowlines shown. The digital preprocessor

U3 = h, 0 h + h 2 0 h = h 0 h (25) in Fig. 13 is used for format control and as a scan converter.
As shown, the outputs at the FT and correlation planes are

or the output correlation of two rotated functions equals the detected by a 2-D array and analyzed by a microprocessoTr
autocorrelation of the original unrotated functions. There is array (250-ns cycle time, Intel 3000 series) to extract the
thus no correlation loss even if the input and reference func- desired information (usually the location of the correlation
tions are rotated versions of one another with an unknown peak). A buffer memory within the interface allows interframe
rotational angle 0 o. From (24) we see that the location of operations to be performed such as change detection and out-
the output correlation peak is proportional to the unknown put time history of correlation peaks to be found.
rotational angle 0o and thus 00 can also be found from the The microprocessor-interface system allows us to digitize the
output correlation. output correlation plane to a variable resolution. This is an



CASASENT: COHERENT OPTICAL PATTERN RECOGNITION 823

SHUTTE P, sL-. "L es P L.. ", P3

If _F L2  
P OC

k*StN ~ t4COMUTARRAY INTERFA ERI ~ ~ O -- Iic'°" I

Fig. 13. Schematic diagram of a microprocessor-based hybrid optical/
digital pattern-recognition system 1611.

important feature as it allows us to reduce the quantity of out-
put data to be analyzed, as the application warrants. Simple

&thresholding of the output plane to any of 256 gray levels is

possible. However, such a simple detection scheme is rarely
adequate. Thus an integrator, peak detector, and counter were
added to the output-detection system to allow use of alternate-
detection criteria such as the area under the correlation peak
or whether the output signal exceeds a given threshold level
for a given amount of time. We have shown earlier (421 that
the area of the correlation peak decreases less rapidly than l_,
with rotation, scale, or other distortion parameters. Thus use
of such alternate detection methods is another way by which
the pattern-recognition system's sensitivity to differences be-
tween the input and reference imagery can be reduced.

An alternate version of a hybrid-correlator can be realized
by placing a TV or linear CCD/photodiode detector in the fre-
quency plane P2 of the JTC system of Fig. 7. Lens L 2 and
plane P3 in Fig. 7 are not used now, rather the transform of
the data at P2 previously performed by L 2 is now realized
by a digital fast Fourier transform (FFT) or spectrum-analyzer
system (621-[641.

To accomplish the processing previously performed by L2 in
Fig. 7 on the joint-transform pattern of (17), the pattern in
(! 8) is detected and scanned as a time or video signal v(t). An
FT operation on v(t) is realized by multiplying v(t) by quadra-

ture sinusoids (sin wo0 t and cos wot);the two separate products
are then integrated over one line scan time of the output de-
tector, squared, and summed. From (18), we see that the
lG12 + IH12 envelope is the slowly varying part of the output
video signal, whereas the important part of v(t) is the cosine
function.

If the input and reference patterns are equal, g = h and (18)
becomes

v) = 21H12 (l + cos 41rbu). (26)
For this case the frequency of the cosine depends upon the

separation between the input and reference in PI or, therefore,

the location of h in g. If g is displaced from h by 2.5b rather A ^ /AA/ & J
than 2b, then (26) becomes (b

v(t) = 21 2[ + cos (41rbu + irbu)] (27) Fig. 14. Experimental demonstration of a hybrid optical coherence
measure pattern-recognition system 1641. (a) Inputs. (b) Cross-

from which we see that the location of h in g can be found sectional scan of the output correlation.
from the frequency of the cosine pattern.

To demonstrate this principle, a landing field was chosen as tected, scanned, and quadrature modulated as noted earlier.
the key reference object h to be located (Fig. 14(a), left) in a As the frequency of the local oscillator was swept with time,
larger input scene (Fig. 14(a), right). Several of the input the output was displayed (Fig. 14(b)). The horizontal axis
image pairs at P1 of the JTC system are shown in Fig. 14(a), in Fig. 14(b) thus corresponds to different mixing oscillator
with the separation between h and g in the two images increas- frequencies or equivalently to testing different displacements
ing. The joint transform of each input image pair was de- or shifts of the input function. As shown, the location of
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the peak output from the electronically processed joint- VII. SUMMARY
transform pattern shifts right as the location of h in g Although many survey articles, special issues, and books
shifts right. The presence of a peak indicates the presence of exist on optical computing, this article is the first to address
h in g and the location of the peak indicates the location of h only the issue of optical pattern recognition -thus allowing
ing. a unified treatment in some depth. When we think of optical

Returning to (26) and (27), we see that the amplitude of the pattern recognition, we usually consider only the optically
recorded cosine pattern depends on the product of the magni- matched spatial-filtering system of 1964. However as shown,
tudes of the FT's of the two input functions. If g and h are many advances have occurred since 1964. A wealth of new
identical except for their strength, i.e., g(x) = ah(x) in I -D, the architectures for optical pattern-recognition systems exist and
detected pattern is have been demonstrated and many refinements have occurred

t2 = 1H1 2 (l +a + 2a cos 41rbu). (28) in the original Vander Lugt correlator.
Research in optical pattern recognition is now addressing

From (28), we find that the modulation is reduced propor- more practical and real pattern-recognition problems. These
tional to the reduced signal strength ofg. Since the amplitude directed research efforts and major advances in optoelectronic
2a of the cosine term can easily be found from the electroni- and solid state components, plus advances in digital electronics
cally processed output, the vertical scale in the output pattern and digital pattern-recognition algorithms have affected optical
(Fig. 14(b)) can appropriately be adjusted and thus a normal- pattern-recognition systems. A rapidly increasing repertoire
ized correlation produced. of new operations (such as space-variant ones) are now possible

Another feature of electronic postprocessing and further in- in optical processors. Many of these have already been applied
sight into the operation of the original JTC-system can be seen to pattern-recognition applications.
by considering the case when h 0 g. The fringe pattern at P, Many other optical processing operations not discussed in
is now no longer a pure cosine but is phase modulated (spatially) this survey exist that do not use the classic FT property of a

- by the difference between the phases of the transforms G and lens. These include an optical system to realize the discrete
H. The power spectral density at the carrier frequency 2b is FFT [721, optical systems operating in residue arithmetic
now decreased proportional to the degree of mismatch of g [731-175) and many others [II. In time, these and other
and h. Thus from the magnitude of the output-spectral density, optical processing methods will be applied to pattern-
we have a measure of the spectral purity of the video signal recognition applications. This will further increase the capa-
and equivalently the coherence or similarity of the two inputs. bility of optical pattern-recognition systems, while retaining
The carrier period variance and carrier phase variance can the high-speed parallel processing, and large-space-bandwidth
easily be found (e.g., from a phase-locked loop on the output) product features of optical processors that have made them
and hence a "coherence measure correlator" results, attractive for the past twenty years.

However, electronic postprocessing also allows increased
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